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Based on the use case requirements, such clouds might need to provide
additional services such as a virtual machine disk library, file or
object storage, firewalls, load balancers, IP addresses, or network
connectivity in the form of overlays or virtual local area networks
(VLANs). A compute-focused OpenStack cloud does not typically use raw
block storage services as it does not generally host applications that
require persistent block storage.

== A
==

Fi - =5

High utilization of CPU, RAM, or both defines compute intensive workloads.
User requirements determine the performance demands for the cloud,

AU Cost is not generally a primary concern for a compute-focused
cloud, however some organizations might be concerned with cost
avoidance. Repurposing existing resources to tackle compute-
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intensive tasks instead of acquiring additional resources may
offer cost reduction opportunities.

%  Compute-focused clouds can deliver products more quickly, for

18] example by speeding up a company’s sof tware development life
cycle (SDLC) for building products and applications.

Al  Companies that want to build services or products that rely on the

JEENSRY .

Z21a]  power of compute resources benefit from a compute-focused cloud.

Examples include the analysis of large data sets (via Hadoop or
Cassandra) or completing computational intensive tasks such as
rendering, scientific computation, or simulations.
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- Data compliance: certain types of information need to reside in certain
locations due to regular issues and, more importantly, cannot reside in
other locations for the same reason.

Examples of such legal frameworks include the data protection framework
of the European Union and the requirements of the Financial Industry
Regulatory Authority in the United States. Consult a local regulatory
body for more information.

S ¥NFSES

The following are some technical requirements you must consider in the
architecture design:

il

FFA
iE=1

If a primary technical concern is to deliver high performance
capability, then a compute-focused design is an obvious choice
because it is specifically designed to host compute-intensive
workloads,

Workloads can be either short-lived or long-running. Short-lived
workloads can include continuous integration and continuous
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deployment (CI-CD) jobs, which create large numbers of compute
instances simultaneously to perform a set of compute-intensive
tasks. The environment then copies the results or artifacts

from each instance into long-term storage before destroying

the instance. Long-running workloads, like a Hadoop or high-
performance computing (HPC) cluster, typically ingest large data
sets, perform the computational work on those data sets, then
push the results into long-term storage. When the computational
work finishes, the instances remain idle until they receive another
job. Environments for long-running workloads are of ten larger

and more complex, but you can of fset the cost of building them by
keeping them active between jobs. Another example of long-running
workloads is legacy applications that are persistent over time,

FfE  Workloads targeted for a compute-focused OpenStack cloud
generally do not require any persistent block storage, although
some uses of Hadoop with HDFS may require persistent block
storage. A shared filesystem or object store maintains the
initial data sets and serves as the destination for saving the
computational results. By avoiding the input-output (I0) overhead,
you can significantly enhance workload performance. Depending on
the size of the data sets, it may be necessary to scale the object
store or shared file system to match the storage demand.

A Like any other cloud architecture, a compute-focused OpenStack

S cloud requires an on-demand and self-service user interface.
End users must be able to provision computing power, storage,
networks, and sof tware simply and flexibly. This includes scaling
the infrastructure up to a substantial level without disrupting
host operations.

Security is highly dependent on business requirements, For
example, a computationally intense drug discovery application has
much higher security requirements than a cloud for processing
market data for a retailer. As a general rule, the security
recommendations and guidelines provided in the OpenStack
Security Guide are applicable.

R Y
1

ﬂ

ZERER

From an operational perspective, a compute intensive cloud is similar to a
general-purpose cloud. See the general-purpose design section for more
details on operational requirements,
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In a compute-focused OpenStack cloud, the type of instance workloads
you provision heavily influences technical decision making. For example,
specific use cases that demand multiple, short-running jobs present
different requirements than those that specify long-running jobs, even
though both situations are compute focused.

Public and private clouds require deterministic capacity planning

to support elastic growth in order to meet user SLA expectations,
Deterministic capacity planning is the path to predicting the effort

and expense of making a given process consistently performant, This
process is important because, when a service becomes a critical part

of auser’s infrastructure, the user’s experience links directly to the
SLAs of the cloud itself. In cloud computing, it is not average speed but
speed consistency that determines a service's performance, There are two
aspects of capacity planning to consider:

- planning the initial deployment footprint
- planning expansion of it to stay ahead of the demands of cloud users

Plan the initial footprint for an OpenStack deployment based on existing
infrastructure workloads and estimates based on expected uptake.

HHMA 2 RITENZORE - Bl AR EE] - B DUERA R E

/B

+ The number of expected concurrent instances: (overcommit fraction X
cores) / virtual cores per instance

- Required storage: flavor disk size X number of instances

Use these ratios to determine the amount of additional infrastructure
needed to support the cloud. For example, consider a situation in which you
require 1600 instances, each with 2 vCPU and 50 GB of storage. Assuming
the default overcommit rate of 16:1, working out the math provides an
equation of:

- 1600 = (16 x (WHHZED)) / 2
- TREEEEE = 50GB x 1600

FE E o ARAITELSE R R FE200 M EAZAISOTBAIAEGE » X L8] 7F 1
1% /var/lib/nova/instances/H 2| - REWI » BINAMSE S FEHMNA
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Consider, for example, the differences between a cloud that supports
a managed web-hosting platform and one running integration tests for
a development project that creates one instance per code commit. In
the former, the heavy work of creating an instance happens only every
fewmonths, whereas the latter puts constant heavy load on the cloud
controller. The average instance lifetime is significant, as a larger
number generally means less load on the cloud controller,

Aside from the creation and termination of instances, consider the

impact of users accessing the service, particularly on nova-api and

its associated database, Listing instances gathers a great deal of
information and, given the frequency with which users run this operation,
a cloud with a large number of users can increase the load significantly.
This can even occur unintentionally. For example, the OpenStack Dashboard
instances tab refreshes the list of instances every 30 seconds, so
leaving it open in a browser window can cause unexpected load.

Consideration of these factors can help determine how many cloud
controller cores you require, A server with 8 CPU cores and 8 GB of RAM
server would be sufficient for a rack of compute nodes, given the above
caveats,

KSR ARE AR R B AR A P S PR BERIFE AT o TETRIR S R TR AT 14
BeFESKR - BIEFMEMERE (spindles/core), NAZA] ATE (RAM/core), 4% T,
(Gbps/core), DL K #RICPUA:RE (CPU/core).

The cloud resource calculator is a useful tool in examining the impacts
of different hardware and instance load outs. See: https://github.com/
noslzzp/cloud-resource-calculator/blob/master/cloud-resource-
calculator.ods

7Rl

A key challenge for planning the expansion of cloud compute services

is the elastic nature of cloud infrastructure demands. Previously, new
users or customers had to plan for and request the infrastructure they
required ahead of time, allowing time for reactive procurement processes.
Cloud computing users have come to expect the agility of having instant
access to new resources as required, Consequently, plan for typical usage
and for sudden bursts in usage.
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Planning for expansion is a balancing act. Planning too conservatively can
lead to unexpected oversubscription of the cloud and dissatisfied users.
Planning for cloud expansion too aggressively can lead to unexpected
underutilization of the cloud and funds spent unnecessarily on operating
infrastructure.

The key is to carefully monitor the trends in cloud usage over time. The
intent is to measure the consistency with which you deliver services, not
the average speed or capacity of the cloud. Using this information to
model capacity performance enables users to more accurately determine
the current and future capacity of the cloud.,

CPU I N7

Adapted from: http://docs.openstack.org/openstack-ops/content/
compute_nodes.htmlfcpu_choice

In current generations, CPUs have up to 12 cores. If an Intel CPU
supports Hyper-Threading, those 12 cores double to 24 cores. A server
that supports multiple CPUs multiplies the number of available cores.
Hyper-Threading is Intel’s proprietary simultaneous multi-threading
implementation, used to improve parallelization on their CPUs. Consider
enabling Hyper-Threading to improve the performance of multithreaded
applications.

Whether the user should enable Hyper-Threading on a CPU depends on the
use case, For example, disabling Hyper-Threading can be beneficial in
intense computing environments. Running performance tests using local
workloads with and without Hyper-Threading can help determine which
option is more appropriate in any particular case.

If they must run the Libvirt or KVM hypervisor drivers, then the compute
node CPUs must support virtualization by way of the VI-x extensions

for Intel chips and AMD-v extensions for AMD chips to provide full
performance,

OpenStack enables users to overcommit CPU and RAM on compute nodes. This
allows an increase in the number of instances running on the cloud at the
cost of reducing the performance of the instances. OpenStack Compute
uses the following ratios by default:

- CPU #84FC Hefal: 16:1
- RAM 8 43-Fic Fb 7l 1.5:1
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You must select the appropriate CPU and RAM allocation ratio based on
particular use cases.

BRA MRS
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- Cryptographic routines 3% & T RPN AL Rigs » LU %entropy
starvation °

- Database management systems that benefit from the availability of SSDs
for ephemeral storage to maximize read/write time.

Host aggregates group hosts that share similar characteristics, which
can include hardware similarities. The addition of specialized hardware to
a cloud deployment is likely to add to the cost of each node, so consider
carefully consideration whether all compute nodes, or just a subset
targeted by flavors, need the additional customization to support the
desired workloads.

=T
LIS M RN AR 55 B4R LY - L EOpenStack » {3 FH FE AR FE HRAEAT EE AL
SR RALE > 9 53 Be SK IS RERS 78 20 I I mT AR ER BEUR SR 0L 1 Ty 2R
FERIPIE ©

In order to facilitate packing of virtual machines onto physical hosts,
the default selection of flavors provides a second largest flavor that
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is half the size of the largest flavor in every dimension, It has half the
vCPUs, half the vRAM, and half the ephemeral disk space. The next largest
flavor is half that size again. The following figure provides a visual
representation of this concept for a general purpose computing design:

General Purpose Compute

Compute Node

-

The following figure displays a CPU-optimized, packed server:
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CPU optimized Compute

! Compute Node
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These default flavors are well suited to typical configurations of
commodity server hardware. To maximize utilization, however, it may be
necessary to customize the flavors or create new ones in order to better
align instance sizes to the available hardware,

TURHIRF U 2N B AR A S B R AR ACE, - TCHEMATE A
ICPU ~ NFF ~ BEEEATELBIRE K

Xt FFlavorfE £ Ei5%5% : http://docs.openstack.org/openstack-
ops/content/flavors.html
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So that workloads can consume as many resources as are available, do
not share cloud infrastructure, Ensure you accommodate large scale
workloads.

The duration of batch processing differs depending on individual
workloads. Time limits range from seconds to hours, and as a result it is
difficult to predict resource use.

(5

The security considerations for this scenario are similar to those of the
other scenarios in this guide.

A security domain comprises users, applications, servers, and networks
that share common trust requirements and expectations within a
system, Typically they have the same authentication and authorization
requirements and users.

4, F¥E

You can map these security domains individually to the installation, or
combine them, For example, some deployment topologies combine both guest
and data domains onto one physical network, whereas in other cases
these networks are physically separate, In each case, the cloud operator
should be aware of the appropriate security concerns. Map out security
domains against specific OpenStack deployment topology. The domains and
their trust requirements depend on whether the cloud instance is public,
private, or hybrid.

The public security domain is an untrusted area of the cloud
infrastructure, It can refer to the Internet as a whole or simply to
networks over which the user has no authority. Always consider this
domain untrusted.,
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Typically used for compute instance-to-instance traffic, the guest
security domain handles compute data generated by instances on the
cloud. It does not handle services that support the operation of the
cloud, for example API calls, Public cloud providers and private cloud
providers who do not have stringent controls on instance use or who
allow unrestricted Internet access to instances should consider this
an untrusted domain, Private cloud providers may want to consider this
an internal network and therefore trusted only if they have controls in
place to assert that they trust instances and all their tenants.

The management security domain is where services interact. Sometimes
referred to as the "control plane”, the networks in this domain transport
confidential data such as configuration parameters, user names, and
passwords. In most deployments this is a trusted domain.

The data security domain deals with information pertaining to the storage
services within OpenStack. Much of the data that crosses this network
has high integrity and confidentiality requirements and depending on the
type of deployment there may also be strong availability requirements.
The trust level of this network is heavily dependent on deployment
decisions and as such we do not assign this a default level of trust.

When deploying OpenStack in an enterprise as a private cloud, you can
generally assume it is behind a firewall and within the trusted network
alongside existing systems. Users of the cloud are typically employees
or trusted individuals that are bound by the security requirements set
forth by the company. This tends to push most of the security domains
towards a more trusted model. However, when deploying OpenStack in a
public-facing role, you cannot make these assumptions and the number of
attack vectors significantly increases. For example, the API endpoints
and the software behind it become vulnerable to hostile entities
attempting to gain unauthorized access or prevent access to services.
This can result in loss of reputation and you must protect against it
through auditing and appropriate filtering,

Take care when managing the users of the system, whether in public or
private clouds. The identity service enables LDAP to be part of the
authentication process, and includes such systems as an OpenStack
deployment that may ease user management if integrated into existing
systems,

We recommend placing API services behind hardware that performs SSL
termination. API services transmit user names, passwords, and generated
tokens between client machines and API endpoints and therefore must be
secure,
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For more information on OpenStack Security, see http://
docs.openstack.org/security-guide/

OpenStack 2014

Due to the nature of the workloads in this scenario, a number of
components are highly beneficial for a Compute-focused cloud. This
includes the typical OpenStack components:

* OpenStack 1% (nova)

- OpenStack Image service (glance)

» OpenStack I\ (keystone)
25 B — R RIR AL

+ Orchestration f&Ht (heat)

It is safe to assume that, given the nature of the applications involved
in this scenario, these are heavily automated deployments. Making use

of Orchestration is highly beneficial in this case. You can script the
deployment of a batch of instances and the running of tests, but it makes
sense to use the Orchestration module to handle all these actions.

- Telemetry Bk (ceilometer)

Telemetry and the alarms it generates support autoscaling of instances
using Orchestration, Users that are not using the Orchestration module
do not need to deploy the Telemetry module and may choose to use external
solutions to fulfill their metering and monitoring requirements.

See also: http://docs.openstack.org/openstack-ops/content/
logging monitoring.html

+ OpenStack #£Zfi#(cinder)

Due to the burst-able nature of the workloads and the applications and
instances that perform batch processing, this cloud mainly uses memory
or CPU, so the need for add-on storage to each instance is not a likely
requirement. This does not mean that you do not use OpenStack Block
Storage (cinder) in the infrastructure, but typically it is not a central
component.

S
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When choosing a networking platform, ensure that it either works with
all desired hypervisor and container technologies and their OpenStack
drivers, or that it includes an implementation of an ML2 mechanism driver.
You can mix networking platforms that provide ML2 mechanisms drivers,

IZERZR

Operationally, there are a number of considerations that affect the
design of compute-focused OpenStack clouds. Some examples include:

- Enforcing strict API availability requirements
- Understanding and dealing with failure scenarios
- Managing host maintenance schedules

Service-level agreements (SLAs) are contractual obligations that ensure
the availability of a service. When designing an OpenStack cloud, factoring
in promises of availability implies a certain level of redundancy and
resiliency.

- Guarantees for API availability imply multiple infrastructure services
combined with appropriate, highly available load balancers.

- Network uptime guarantees affect the switch design and might require
redundant switching and power.

- Factoring of network security policy requirements in to deployments.

SCIFAIAE

OpenStack cloud management requires a certain level of understanding
and comprehension of design architecture, Specially trained, dedicated
operations organizations are more likely to manage larger cloud service
providers or telecom providers, Smaller implementations are more inclined
to rely on smaller support teams that need to combine the engineering,
design, and operation roles,

The maintenance of OpenStack installations requires a variety of
technical skills. To ease the operational burden, consider incorporating
features into the architecture and design. Some examples include:

- Automating the operations functions

- Utilizing a third party management company
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OpenStack clouds require appropriate monitoring platforms that help to
catch and manage errors adequately. Consider leveraging any existing
monitoring systems to see if they are able to effectively monitor an
OpenStack environment. Specific meters that are critically important to
capture include:

- BRI
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Unexpected server downtime is inevitable, and SLAs can address how long it
takes to recover from failure, Recovery of a failed host means restoring
instances from a snapshot, or respawning that instance on another
available host.

It is acceptable to design a compute-focused cloud without the ability to
migrate instances from one host to another, The expectation is that the
application developer must handle failure within the application itself.
However, provisioning a compute-focused cloud provides extra resilience.
In this scenario, the developer deploys extra support services.

s = N,

wEITY
Adding extra capacity to an OpenStack cloud is a horizontally scaling
process.

3 EE
Be mindful, however, of additional work to place the nodes into
appropriate Availability Zones and Host Aggregates.

We recommend the same or very similar CPUs when adding extra nodes to the
environment because they reduce the chance of breaking live-migration
features if they are present, Scaling out hypervisor hosts also has a
direct effect on network and other data center resources. We recommend
you factor in this increase when reaching rack capacity or when requiring
extra network switches,

Changing the internal components of a Compute host to account for
increases in demand is a process known as vertical scaling. Swapping a CPU
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for one with more cores, or increasing the memory in a server, can help add
extra capacity for running applications.

Another option is to assess the average workloads and increase the
number of instances that can run within the compute environment

by adjusting the overcommit ratio, While only appropriate in some
environments, it's important to remember that changing the CPU
overcommit ratio can have a detrimental effect and cause a potential
increase in a noisy neighbor. The added risk of increasing the overcommit
ratio is that more instances fail when a compute host fails. We do not
recommend that you increase the CPU overcommit ratio in compute-focused
OpenStack design architecture, as it can increase the potential for noisy
neighbor issues.

WP = 4
i
- %
.

An OpenStack cloud with extreme demands on processor and memory
resources is compute-focused, and requires hardware that can handle
these demands. This can mean choosing hardware which might not
perform as well on storage or network capabilities. In a compute-
focused architecture, storage and networking load a data set into the
computational cluster, but are not otherwise in heavy demand.

Consider the following factors when selecting compute (server) hardware:

fRs5as  — MR TEL ERIYHESRINTT LS E > & RS a4 » FIInL
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FEMHME  The number of additional resources you can add to a server
before it reaches its limit.
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Weigh these considerations against each other to determine the best
design for the desired purpose. For example, increasing server density
means sacrificing resource capacity or expandability. Increasing
resource capacity and expandability can increase cost but decreases
server density. Decreasing cost can mean decreasing supportability,
server density, resource capacity, and expandability.

A compute-focused cloud should have an emphasis on server hardware

that can of fer more CPU sockets, more CPU cores, and more RAM, Network
connectivity and storage capacity are less critical. The hardware must
provide enough network connectivity and storage capacity to meet minimum
user requirements, but they are not the primary consideration.

Some server hardware form factors suit a compute-focused architecture
better than others, CPU and RAM capacity have the highest priority. Some
considerations for selecting hardware:

- Most blade servers can support dual-socket multi-core CPUs, To avoid
this CPU limit, select "full width” or "full height” blades. Be aware,
however, that this also decreases server density. For example, high
density blade servers such as HP BladeSystem or Dell PowerEdge M1000e
support up to 16 servers in only ten rack units, Using half-height
blades is twice as dense as using full-height blades, which results in
only eight servers per ten rack units.

- 1U rack-mounted servers that occupy only a single rack unit may of fer
greater server density than a blade server solution. It is possible to
place forty 1U servers in a rack, providing space for the top of rack
(ToR) switches, compared to 32 full width blade servers. However, as
of the Icehouse release, 1U servers from the major vendors have only
dual-socket, multi-core CPU configurations, To obtain greater than dual-
socket support in a 1U rack-mount form factor, purchase systems from
original design (ODMs) or second-tier manufacturers.

- 2U rack-mounted servers provide quad-socket, multi-core CPU support,
but with a corresponding decrease in server density (half the density
that 1U rack-mounted servers offer).

- REHLZE IR S5 4% » LLandUf S5 e - m] SRR DR RRJCPUR & © 38 % ¢
FrADE SN CPUTEE - ARIBAVY R » (H @& XL S5as 27 RIRE
JE > LUK &S B0 TT4H o

- "Sled servers” are rack-mounted servers that support multiple
independent servers in a single 2U or 3U enclosure, These deliver higher
density as compared to typical 1U or 2U rack-mounted servers. For
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example, many sled servers of fer four independent dual-socket nodes
in 2U for a total of eight CPU sockets in 2U. However, the dual-socket
limitation on individual nodes may not be sufficient to offset their
additional cost and configuration complexity.

T Z 4 E 0 F T E R OpenStack ZE M5 1T I AR 55 B fi {16 7%

SEZRE In a compute-focused architecture, instance density is lower,
which means CPU and RAM over-subscription ratios are also
lower. You require more hosts to support the anticipated
scale due to instance density being lower, especially if the
design uses dual-socket hardware designs.

FAHLZE  Another option to address the higher host count of dual
socket designs is to use a quad socket platform, Taking this
approach decreases host density, which increases rack count.
This configuration may affect the network requirements, the
number of power connections, and possibly impact the cooling
requirements.

HLJRAIH|  The power and cooling density requirements for 2U, 3U or

R even 4U server designs might be lower than for blade, sled,
or 1U server designs because of lower host density. For data
centers with older infrastructure, this may be a desirable
feature,

When designing a compute-focused OpenStack architecture, you must
consider whether you intend to scale up or scale out. Selecting a smaller
number of larger hosts, or a larger number of smaller hosts, depends on
a combination of factors: cost, power, cooling, physical rack and floor
space, support-warranty, and manageability.

FFRERE {1 7

For a compute-focused OpenStack architecture, the selection of storage
hardware is not critical as it is not a primary consideration. Nonetheless,
there are several factors to consider:

AU The overall cost of the solution plays a major role in what storage
architecture and storage hardware you select.

T£EE  The performance of the storage solution is important; you can
measure it by observing the latency of storage I-O requests. In a
compute-focused OpenStack cloud, storage latency can be a major
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consideration. In some compute-intensive workloads, minimizing
the delays that the CPU experiences while fetching data from
storage can impact significantly on the overall performance of
the application,

"¥"  Scalability refers to the performance of a storage solution as it

B expands to its maximum size. A solution that performs well in small
configurations but has degrading performance as it expands is not
scalable. On the other hand, a solution that continues to perform
well at maximum expansion is scalable.

JiEfH  Expandability refers to the overall ability of a storage solution

(63 to grow. A solution that expands to 50 PB is more expandable than a
solution that only scales to 10PB, Note that this meter is related
to, but different from, scalability, which is a measure of the
solution’s performance as it expands.

For a compute-focused OpenStack cloud, latency of storage is a major
consideration. Using solid-state disks (SSDs) to minimize latency for
instance storage reduces CPU delays related to storage and improves
performance. Consider using RAID controller cards in compute hosts to
improve the performance of the underlying disk subsystem,

Evaluate solutions against the key factors above when considering your
storage architecture, This determines if a scale-out solution such as
Ceph or GlusterFS is suitable, or if a single, highly expandable, scalable,
centralized storage array is better, If a centralized storage array
suits the requirements, the array vendor determines the hardware. You
can build a storage array using commodity hardware with Open Source
software, but you require people with expertise to build such a system.
Conversely, a scale-out storage solution that uses direct-attached
storage (DAS) in the servers may be an appropriate choice. If so, then the
server hardware must support the storage solution.

N HAE— DT E A OpenStack = H R] BERZME R 2 A A7l 2R K H X R
AT RERE AR 2

78 M:  Ensure connectivity matches the storage solution requirements.
If you select a centralized storage array, determine how the
hypervisors should connect to the storage array. Connectivity
can affect latency and thus performance, so ensure that the
network characteristics minimize latency to boost the overall
performance of the design.

IR PUERREANR A A AT R R SER o
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To improve overall performance, ensure that you optimize the
storage solution, While a compute-focused cloud does not usually
have major data I-0 to and from storage, this is an important
factor to consider.

If the solution uses DAS, this impacts the server hardware
choice, host density, instance density, power density, 0S-
hypervisor, and management tools.

When instances must be highly available or capable of migration between
hosts, use a shared storage file-system to store instance ephemeral data
to ensure that compute services can run uninterrupted in the event of a
node failure.

T W L8 B A

Some of the key considerations for networking hardware selection include:

s 1
#H
Sy 11

%)
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The design requires networking hardware that has the requisite
port count.

The required port count affects the physical space that a
network design requires. A switch that can provide 48 10 GbE ports
in 1U has a much higher port density than a switch that provides
24 10 GbE ports in 2U. A higher port density is better, as it leaves
more rack space for compute or storage components. You must

also consider fault domains and power density. Although more
expensive, you can also consider higher density switches as it is
important not to design the network beyond requirements,

The networking hardware must support the proposed network
speed, for example: 1 GbE, 10 GbE, 40 GbE, or 100 GbE.

User requirements for high availability and cost considerations
influence the level of network hardware redundancy you require,
You can achieve network redundancy by adding redundant power
supplies or paired switches. If this is a requirement, the hardware
must support this configuration, User requirements determine if
you require a completely redundant network infrastructure,

PR EREE D Oy P B R S8 RE AR R O T L BRI ] » T
AU T 2 (ToR) S AL 1 A5 » {E @ spine 3 HAIL AN
fabricLL K (EoR) A HATLa FT BE A A2 [RIRE » AN A AN R HIE

We recommend designing the network architecture using a scalable network
model that makes it easy to add capacity and bandwidth. A good example
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of such a model is the leaf-spline model. In this type of network design,

it is possible to easily add additional bandwidth as well as scale out to
additional racks of gear. It is important to select network hardware that
supports the required port count, port speed, and port density while
also allowing for future growth as workload demands increase. It is also
important to evaluate where in the network architecture it is valuable to
provide redundancy. Increased network availability and redundancy comes
at a cost, therefore we recommend weighing the cost versus the benefit
gained from utilizing and deploying redundant network switches and using
bonded interfaces at the host level.

B

Consider your selection of software for a compute-focused OpenStack:
- B AR R GL(0S) AR HIALE H BN ¢
- OpenStack ZH
- BRI
RFE T _EIRHE A HEA—I0 > FE WS AR RI SR R

AE R GUA RO & B

The selection of operating system (0S) and hypervisor has a significant
impact on the end point design. Selecting a particular operating system
and hypervisor could affect server hardware selection. The node,
networking, and storage hardware must support the selected combination.
For example, if the design uses Link Aggregation Control Protocol (LACP),
the hypervisor must support it.

0S and hypervisor selection impact the following areas:

59N Selecting a commercially supported hypervisor such as Microsoft
Hyper-V results in a different cost model from choosing a
community-supported, open source hypervisor like Kinstance or
Xen. Even within the ranks of open source solutions, choosing one
solution over another can impact cost due to support contracts.
On the other hand, business or application requirements might
dictate a specific or commercially supported hypervisor.

Y F  Staff require appropriate training and knowledge to support
RE the selected 0S and hypervisor combination. Consideration of
training costs may impact the design.
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The management tools used for Ubuntu and Kinstance differ from
the management tools for VMware vSphere, Although OpenStack
supports both 0S and hypervisor combinations, the choice of tool
impacts the rest of the design.

Ensure that selected OS and hypervisor combinations meet the
appropriate scale and performance requirements. The chosen
architecture must meet the targeted instance-host ratios with
the selected 0S-hypervisor combination.

Ensure that the design can accommodate the regular installation
of application security patches while maintaining the required
workloads. The frequency of security patches for the proposed
O0S-hypervisor combination has an impact on performance and the
patch installation process can affect maintenance windows.

Determine what features of OpenStack you require, The choice of
features of ten determines the selection of the 0S-hypervisor
combination. Certain features are only available with specific
0Ss or hypervisors. For example, if certain features are not
available, modify the design to meet user requirements.

Consider the ability of the selected 0S-hypervisor combination
to interoperate or co-exist with other 0S-hypervisors, or with
other software solutions in the overall design. Operational and
troubleshooting tools for one 0S-hypervisor combination may
differ from the tools for another 0S-hypervisor combination.
The design must address if the two sets of tools need to
interoperate.

OpenStack ZH 44

The selection of OpenStack components has a significant impact. There
are certain components that are omnipresent, for example the compute
and image services, but others, such as the orchestration module may not
be present. Omitting heat does not typically have a significant impact

on the overall design. However, if the architecture uses a replacement
for OpenStack Object Storage for its storage component, this could have
significant impacts on the rest of the design.

For a compute-focused OpenStack design architecture, the following
components may be present:

- AIE (keystone)
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- {%5&7#E (horizon)
- 1T H (nova)
- W RIEME (swift, ceph or a commercial solution)

- Bifg (glance)

- M%& (neutron)
* 4iHE (heat)

A compute-focused design is less likely to include OpenStack Block Storage
due to persistent block storage not being a significant requirement for
the expected workloads. However, there may be some situations where the
need for performance employs a block storage component to improve data
I-0.

The exclusion of certain OpenStack components might also limit the
functionality of other components. If a design opts to include the
Orchestration module but excludes the Telemetry module, then the design
cannot take advantage of Orchestration’s auto scaling functionality as
this relies on information from Telemetry.,

HE5REN 1

While OpenStack is a fairly complete collection of software projects for
building a platform for cloud services, there are invariably additional
pieces of software that you might add to an OpenStack design.

AL

OpenStack Networking provides a wide variety of networking services for
instances, There are many additional networking sof tware packages that
might be useful to manage the OpenStack components themselves. Some
examples include software to provide load balancing, network redundancy
protocols, and routing daemons. The OpenStack High Availability Guide
(http://docs.openstack.org/high-availability-guide/content ) describes
some of these software packages in more detail.

For a compute-focused OpenStack cloud, the OpenStack infrastructure
components must be highly available, If the design does not include
hardware load balancing, you must add networking sof tware packages like
HAProxy.
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The availability of design requirements is the main determination for

the inclusion of clustering Sof tware, such as Corosync or Pacemaker.
Therefore, the availability of the cloud infrastructure and the
complexity of supporting the configuration after deployment impacts the
inclusion of these sof tware packages. The OpenStack High Availability
Guide provides more details on the installation and configuration of
Corosync and Pacemaker,

Operational considerations determine the requirements for logging,
monitoring, and alerting. Each of these sub-categories includes various
options, For example, in the logging sub-category consider Logstash,
Splunk, Log Insight, or some other log aggregation-consolidation tool.
Store logs in a centralized location to ease analysis of the data. Log data
analytics engines can also provide automation and issue notification by
alerting and attempting to remediate some of the more commonly known
issues.

If you require any of these sof tware packages, then the design must
account for the additional resource consumption. Some other potential
design impacts include:

- 0S-hypervisor combination: ensure that the selected logging,
monitoring, or alerting tools support the proposed 0S-hypervisor
combination,

- Network hardware: the logging, monitoring, and alerting software must
support the network hardware selection.

R

A large majority of OpenStack components require access to back-end
database services to store state and configuration information. Select
an appropriate back-end database that satisfies the availability and
fault tolerance requirements of the OpenStack services. OpenStack
services support connecting to any database that the SQLAlchemy Python
drivers support, however most common database deployments make use of
MySQL or some variation of it. We recommend that you make the database
that provides back-end services within a general-purpose cloud highly
available. Some of the more common software solutions include Galera,
MariaDB, and MySQL with multi-master replication.
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The Conseil Europ € en pour la Recherche Nucl € aire (CERN), also known
as the European Organization for Nuclear Research, provides particle
accelerators and other infrastructure for high-energy physics research.

CERNTE201 14 ME A FE WM 32 38 = MR H O -

Hyaro PNZS:DESS
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To support a growing number of compute-heavy users of experiments
related to the Large Hadron Collider (LHC), CERN ultimately elected to
deploy an OpenStack cloud using Scientific Linux and RDO, This effort
aimed to simplify the management of the center’s compute resources with a
view to doubling compute capacity through the addition of a data center in
2013 while maintaining the same levels of compute staff.

The CERN solution uses cells for segregation of compute resources and
for transparently scaling between different data centers. This decision
meant trading of f support for security groups and live migration. In
addition, they must manually replicate some details, like flavors, across
cells. In spite of these drawbacks cells provide the required scale while
exposing a single public API endpoint to users.

CERN created a compute cell for each of the two original data centers and
created a third when it added a new data center in 2013, Each cell contains
three availability zones to further segregate compute resources and

at least three RabbitMQ message brokers configured for clustering with
mirrored queues for high availability.

The API cell, which resides behind a HAProxy load balancer, is in the data
center in Switzerland and directs API calls to compute cells using a
customized variation of the cell scheduler. The customizations allow
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certain workloads to route to a specific data center or all data centers,
with cell RAM availability determining cell selection in the latter case,

Load Balancer Load Balancer

AP Cell

Geneva, Switzerland

Compute Cell Compute Cell Compute Cell
Controllers Controllers Controllers
- I - I - ]
[ I ]
I I ]
Compute Nodes Compute Nodes Compute Nodes
oo] - oof-- ] v o] - oof-- ] v o] - oof-- oo
oo -- 0oj-- 00 . [ 0oj-- 00 . oo -- 0oj-- 00
o] - nof-- [T} - o] - nof-- [T} - [ nof-- oo
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A central database team manages the MySQL database server in each cell in
an active/passive configuration with a NetApp storage back end. Backups
run every 6 hours.

EEST

To integrate with existing networking infrastructure, CERN made
customizations to legacy networking (nova-network). This was in the form
of a driver to integrate with CERN's existing database for tracking MAC
and IP address assignments,
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The driver facilitates selection of a MAC address and IP for new instances
based on the compute node where the scheduler places the instance.

The driver considers the compute node where the scheduler placed an
instance and selects a MAC address and IP from the pre-registered list
associated with that node in the database, The database updates to
reflect the address assignment to that instance.

A E2RH

CERN deploys the OpenStack Image service in the API cell and configures it
to expose version 1 (V1) of the APL This also requires the image registry.
The storage back end in use is a 3 PB Ceph cluster.

CERN maintains a small set of Scientific Linux 5 and 6 images onto which
orchestration tools can place applications. Puppet manages instance
configuration and customization.

CERN does not require direct billing, but uses the Telemetry module to
perform metering for the purposes of adjusting project quotas, CERN uses
a sharded, replicated, MongoDB back-end. To spread API load, CERN deploys
instances of the nova-api service within the child cells for Telemetry

to query against. This also requires the configuration of supporting
services such as keystone, glance-api, and glance-registry in the child
cells.

API Cell Compute Cell

Controller : Controlier Compute Node : HDFS
-api 1 -api I
nova-consoleauth : nova-consoleauth : Elastic Search
nova-novneproxy | | | nova-novncproxy ceilometer agent-compute | | |
nova-cells \ nova-cells |
g | g : .
E | E i .
lance-regist: lance-regist
e —— e |
= 1 = ceilometer agent-central |
1 ceilometer collector 1 | MySQL
cinder-api 1 I
cinder-scheduler || ! |
- = |
! |
| :
! 1
' .
! 1
! |
! 1
! |
! 1
! l

M A A T B & Flume, Elastic Search, Kibana, LA A CERNF A& B4 3
HLemon °
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Examples of such legal frameworks include the data protection
framework of the European Union and the requirements of the
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Financial Industry Regulatory Authority in the United States.
Consult a local regulatory body for more information.
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This meter is related to scalability.
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Which OpenStack components you choose can have a significant impact on
the overall design. While there are certain components that are always
present, Compute and Image service, for example, there are other services
that may not need to be present. As an example, a certain design may

not require the Orchestration module. Omitting Orchestration would not
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typically have a significant impact on the overall design, however, if the
architecture uses a replacement for OpenStack Object Storage for its
storage component, this could potentially have significant impacts on the
rest of the design.

— MNERERS T SR FlOrchestration » BEWS R BhHy Bk & B 5L
i » DU R AR TS5 A0 -

TEAFE R OpenStackZRA 1 TTH » N1 2H (42 H R A

- OpenStack AiE(keystone)

- OpenStack GUIFLT (horizon)

- OpenStack 115 (nova) (f235{# F ZhypervisoriXzf))

- OpenStack ¥t Z176# (swift) (8 & A IMIR ZAFMERRTTR)

- OpenStack H7E4E(cinder)

- OpenStack Image service (glance)

- OpenStack %% (neutron) 557 & W #% Ak 55 (nova-network)
HEPR—LEF € OpenStack A {2 1k H A 2 Zh BE X BIBRHI o AR FE—
MEITH A Orchestrationte BB 2% A H i Telemetry Rt » BE 4 1%
15k TC 128 FlOrchestration’ & B sh 45 Th BEAY (L 5. (OrchestrationfE
HTelemeteryfR LI MEDE) < 7 {# FOrchestrationfs 115 448 U 4 #
(RSB BB s R ERISEF] » K ssZ e vH R A B 1 o A

Orchestration °

MR

OpenStackyy T g — " FERERRS » B2 NP FHTH -
TE AT 45 %€ AI0penStack s i A AT 225 FE AR LR A B 1

R PR A

OpenStack Networking (neutron) provides a wide variety of networking
services for instances, There are many additional networking sof tware
packages that may be useful to manage the OpenStack components
themselves, Some examples include HAProxy, keepalived, and various
routing daemons (like Quagga). The OpenStack High Availability Guide
describes some of these software packages, HAProxy in particular, See

79



ZRF9TEH

July 22, 2015 =%

the Network controller cluster stack chapter of the OpenStack High
Availability Guide,
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All OpenStack deployments depend on network communication in order

to function properly due to its service-based nature, In some cases,
however, the network elevates beyond simple infrastructure. This chapter
discusses architectures that are more reliant or focused on network
services, These architectures depend on the network infrastructure and
require network services that perform reliably in order to satisfy user
and application requirements,

A HERY BT SR AL

N2 43 K A 4% This includes streaming video, viewing photographs,
or accessing any other cloud-based data repository
distributed to a large number of end users. Network
configuration affects latency, bandwidth, and the
distribution of instances. Therefore, it impacts
video streaming. Not all video streaming is consumer-
focused. For example, multicast videos (used for
media, press conferences, corporate presentations,
and web conferencing services) can also use a
content delivery network. The location of the video
repository and its relationship to end users affects
content delivery. Network throughput of the back-
end systems, as well as the WAN architecture and the
cache methodology, also affect performance,

W48 B T EE Use this cloud to provide network service functions
built to support the delivery of back-end network
services such as DNS, NTP, or SNMP. A company can use
these services for internal network management.
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Use this cloud to run customer-facing network tools
to support services, Examples include VPNs, MPLS
private networks, and GRE tunnels.

Web servers are a common application for cloud
services, and we recommend an understanding of
their network requirements. The network requires
scaling out to meet user demand and deliver web
pages with a minimum latency. Depending on the
details of the portal architecture, consider

the internal east-west and north-south network
bandwidth,

These types of applications are sensitive to network
configurations. Examples include financial systems,
credit card transaction applications, and trading
and other extremely high volume systems. These
systems are sensitive to network jitter and latency.
They must balance a high volume of East-West and
North-South network traffic to maximize efficiency
of the data delivery. Many of these systems must
access large, high performance database back ends.

These types of use cases are dependent on the
proper sizing of the network to maintain replication
of data between sites for high availability. If one
site becomes unavailable, the extra sites can serve
the displaced load until the original site returns to
service, It is important to size network capacity to
handle the desired loads.

Clouds used for the management and collection of

big data (data ingest) have a significant demand

on network resources. Big data of ten uses partial
replicas of the data to maintain integrity over large
distributed clouds. Other big data applications that
require a large amount of network resources are
Hadoop, Cassandra, NuoDB, Riak, and other NoSQL and
distributed databases.

This use case is sensitive to network congestion,
latency, jitter, and other network characteristics.
Like video streaming, the user experience is
important, However, unlike video streaming, caching
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is not an option to of fset the network issues. VDI
requires both upstream and downstream traffic
and cannot rely on caching for the delivery of the
application to the end user.

IP &% (VoIP) This is sensitive to network congestion, latency,
jitter, and other network characteristics.
VoIP has a symmetrical traffic pattern and it
requires network quality of service (QoS) for best
performance. In addition, you can implement active
queue management to deliver voice and multimedia
content. Users are sensitive to latency and jitter
fluctuations and can detect them at very low levels,

WSR2 A web & This is sensitive to network congestion, latency,

W jitter, and other network characteristics. Video
Conferencing has a symmetrical traffic pattern, but
unless the network is on an MPLS private network,
it cannot use network quality of service (QoS) to
improve performance, Similar to VoIP, users are
sensitive to network performance issues even at low
levels.

R E (HPC) This is a complex use case that requires careful
consideration of the traffic flows and usage
patterns to address the needs of cloud clusters. It
has high east-west traffic patterns for distributed
computing, but there can be substantial north-south
traffic depending on the specific application.

F P &5 K

Network-focused architectures vary from the general-purpose
architecture designs. Certain network-intensive applications influence
these architectures. Some of the business requirements that influence
the design include:

- Network latency through slow page loads, degraded video streans,
and low quality VoIP sessions impacts the user experience, Users are
of ten not aware of how network design and architecture affects
their experiences. Both enterprise customers and end-users rely
on the network for delivery of an application. Network performance
problems can result in a negative experience for the end-user, as well
as productivity and economic loss,
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- Regulatory requirements: Consider regulatory requirements about
the physical location of data as it traverses the network. In addition,
maintain network segregation of private data flows while ensuring an
encrypted network between cloud locations where required. Regulatory
requirements for encryption and protection of data in flight affect
network architectures as the data moves through various networks,

REFEX N T IS IR R RE K E B A MR E B WE b
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+ Data compliance policies govern where information can and cannot
reside in certain locations.

Examples of such legal frameworks include the data protection framework
of the European Union (http://ec.europa.eu/justice/data-protection/)
and the requirements of the Financial Industry Regulatory Authority
(http://www.finra.org/Industry/Regulation/FINRARules) in the United
States. Consult a local regulatory body for more information.

151 A F [m) R

JRS:

Depending on the application and use case, network-intensive OpenStack
installations can have high availability requirements. Financial
transaction systems have a much higher requirement for high availability
than a development application. Use network availability technologies, for
example quality of service (QoS), to improve the network performance of
sensitive applications such as VoIP and video streaming,

High performance systems have SLA requirements for a minimum QoS with
regard to guaranteed uptime, latency, and bandwidth. The level of the
SLA can have a significant impact on the network architecture and
requirements for redundancy in the systems.

FERAN M ZEED  Configuring incorrect IP addresses, VLANs, and routers
B can cause outages to areas of the network or, in the
worst-case scenario, the entire cloud infrastructure.
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Automate network configurations to minimize the
opportunity for operator error as it can cause
disruptive problems.

RETT L Cloud networks require management for capacity and
growth over time, Capacity planning includes the purchase
of network circuits and hardware that can potentially
have lead times measured in months or years.

2 E A Configure cloud networks to minimize link loss, packet
loss, packet storms, broadcast storms, and loops.

BN R Consider high availability at the physical and

(SPOF) environmental layers. If there is a single point of failure

due to only one upstrean link, or only one power supply, an
outage can become unavoidable,

Bt An overly complex network design can be difficult
to maintain and troubleshoot. While device-level
configuration can ease maintenance concerns and
automated tools can handle overlay networks, avoid
or document non-traditional interconnects between
functions and specialized hardware to prevent outages.

EPR IR There are additional risks that arise from configuring
the cloud network to take advantage of vendor specific
features. One example is multi-link aggregation (MLAG)
used to provide redundancy at the aggregator switch
level of the network, MLAG is not a standard and,
as a result, each vendor has their own proprietary
implementation of the feature. MLAG architectures are
not interoperable across switch vendors, which leads
to vendor lock-in, and can cause delays or inability when
upgrading components,

7

Users of ten overlook or add security after a design implementation.
Consider security implications and requirements before designing the
physical and logical network topologies. Make sure that the networks
are properly segregated and traffic flows are going to the correct
destinations without crossing through locations that are undesirable,
Consider the following example factors:

© B K S
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How networks attach to hypervisors can expose security vulnerabilities.
To mitigate against exploiting hypervisor breakouts, separate networks
from other systems and schedule instances for the network onto
dedicated compute nodes. This prevents attackers from having access to
the networks from a compromised instance.

S ¥NISES

When you design an OpenStack network architecture, you must consider
layer-2 and layer-3 issues, Layer-2 decisions involve those made at the
data-link layer, such as the decision to use Ethernet versus Token Ring,
Layer-3 decisions involve those made about the protocol layer and the
point when IP comes into the picture, As an example, a completely internal
OpenStack network can exist at layer 2 and ignore layer 3. In order for
any traffic to go outside of that cloud, to another network, or to the
Internet, however, you must use a layer-3 router or switch,

The past few years have seen two competing trends in networking. One
trend leans towards building data center network architectures based
on layer-2 networking, Another trend treats the cloud environment
essentially as a miniature version of the Internet. This approach is
radically different from the network architecture approach in the
staging environment: the Internet only uses layer-3 routing rather than
layer-2 switching,

BT~ EHIEHOREHE T = RTINS E —E RS « R
PR 4 5 ER 1048 A 2 TR » (BT ~ 000 LRSS SR
AR R AT A MU 1008 P UKD » 0 — RS TR
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- Adding more layers to the Ethernet frame only slows the networking
process down. This is known as 'nodal processing delay’.

- You can add adjunct networking features, for example class of service
(CoS) or multicasting, to Ethernet as readily as IP networks.

* VLAN 52— Ia] B T I PR poA L] -
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Most information starts and ends inside Ethernet frames. Today this
applies to data, voice (for example, VoIP), and video (for example, web
cameras). The concept is that, if you can perform more of the end-to-

end transfer of information from a source to a destination in the form

of Ethernet frames, the network benefits more from the advantages of
Ethernet. Although it is not a substitute for IP networking, networking at
layer 2 can be a powerful adjunct to IP networking.

FEH R IR MAEN T =2 TP A~ Ess
R
- AT 1P ERIFFEE

+ No need to keep track of address configuration as systems move around.

Whereas the simplicity of layer-2 protocols might work well in a data
center with hundreds of physical machines, cloud data centers have
the additional burden of needing to keep track of all virtual machine
addresses and networks. In these data centers, it is not uncommon for
one physical node to support 30-40 instances.
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* You must accommodate the need to maintain a set of layer-4 devices to

handle traffic control,
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- Configuring ARP can be complicated on large layer-2 networks.

- All network devices need to be aware of all MACs, even instance MACs,
so there is constant churn in MAC tables and network state changes as
instances start and stop.

- Migrating MACs (instance migration) to different physical locations are
a potential problem if you do not set ARP table timeouts properly.
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In a layer-2 network, all devices are aware of all MACs, even those that
belong to instances. The network state information in the backbone
changes whenever an instance starts or stops. As a result there is far
too much churn in the MAC tables on the backbone switches.

= RIS

In the layer 3 case, there is no churn in the routing tables due to
instances starting and stopping. The only time there would be a routing
state change is in the case of a Top of Rack (ToR) switch failure or a
link failure in the backbone itself. Other advantages of using a layer-3
architecture include:

- ZJRMIEESR AL T 5 R AR R RS R R IR
- (EA B E R TR E R AEE B -

- You can configure layer 3 to use BGP confederation for scalability so
core routers have state proportional to the number of racks, not to
the number of servers or instances.

- Routing takes instance MAC and IP addresses out of the network core,
reducing state churn. Routing state changes only occur in the case of a
ToR switch failure or backbone link failure.
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- Layer-3 architectures enable the use of Quality of Service (QoS) to
manage network performance,

= RBEFH RIRYE

The main limitation of layer 3 is that there is no built-in isolation
mechanism comparable to the VLANs in layer-2 networks. Furthermore, the
hierarchical nature of IP addresses means that an instance is on the
same subnet as its physical host. This means that you cannot migrate it
outside of the subnet easily. For these reasons, network virtualization
needs to use IP encapsulation and sof tware at the end hosts for isolation
and the separation of the addressing in the virtual layer from the
addressing in the physical layer. Other potential disadvantages of layer
3 include the need to design an IP addressing scheme rather than relying
on the switches to keep track of the MAC addresses automatically and to
configure the interior gateway routing protocol in the switches,

[P 288 B Y 5L 4

OpenStack has complex networking requirements for several reasons.

Many components interact at different levels of the system stack that
adds complexity. Data flows are complex. Data in an OpenStack cloud moves
both between instances across the network (also known as East-West),

as well as in and out of the system (also known as North-South). Physical
server nodes have network requirements that are independent of instance
network requirements, which you must isolate from the core network

to account for scalability. We recommend functionally separating the
networks for security purposes and tuning performance through traffic
shaping,

You must consider a number of important general technical and business
factors when planning and designing an OpenStack network. They include:
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Bearing in mind these considerations, we recommend the following:
- Layer-3 designs are preferable to layer-2 architectures.
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There are several further considerations when designing a network-
focused OpenStack cloud.

OpenStack x5 =0 £ S Bk M (nova-network) % &

Selecting the type of networking technology to implement depends on many
factors. OpenStack Networking (neutron) and legacy networking (nova-
network) both have their advantages and disadvantages. They are both
valid and supported options that fit different use cases:

&3 Ex M 75 2 (nova-network) OpenStack % 77 = (neutron)
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A technical consideration of networking is the idea that you should install
switching gear in a data center with backup switches in case of hardware
failure.

Research indicates the mean time between failures (MTBF) on switches

is between 100,000 and 200,000 hours. This number is dependent on the
ambient temperature of the switch in the data center. When properly
cooled and maintained, this translates to between 11 and 22 years before
failure, Even in the worst case of poor ventilation and high ambient
temperatures in the data center, the MTBF is still 2-3 years. See http://
www.garrettcom.com/techsupport/papers/ethernet_switch_reliability.pdf
for further information.

In most cases, it is much more economical to use a single switch with a small
pool of spare switches to replace failed units than it is to outfit an
entire data center with redundant switches. Applications should tolerate
rack level outages without affecting normal operations, since network and
compute resources are easily provisioned and plentiful.

R TPV6 SCHF

One of the most important networking topics today is the impending
exhaustion of IPv4 addresses. In early 2014, ICANN announced that they
started allocating the final IPv4 address blocks to the Regional Internet
Registries (http://www.internetsociety.org/deploy360/blog/2014,/05/
goodbye-ipv4-iana-starts-allocating-final-address-blocks/). This means
the IPv4 address space is close to being fully allocated. As a result, it will
soon become difficult to allocate more IPv4 addresses to an application
that has experienced growth, or that you expect to scale out, due to the
lack of unallocated IPv4 address blocks.

IR P 48 7 T B L F SR - ARACRF S TPv6 IR N o TPv6 &
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OpenStack Networking supports IPv6 when configured to take advantage
of it. To enable IPv6, create an IPv6 subnet in Networking and use IPv6
prefixes when creating security groups.
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When designing a network architecture, the traffic patterns of an
application heavily influence the allocation of total bandwidth and the
number of links that you use to send and receive traffic. Applications
that provide file storage for customers allocate bandwidth and links to
favor incoming traffic, whereas video streaming applications allocate
bandwidth and links to favor outgoing traffic.

It is important to analyze the applications’ tolerance for latency

and jitter when designing an environment to support network focused
applications. Certain applications, for example VoIP, are less tolerant
of latency and jitter. Where latency and jitter are concerned, certain
applications may require tuning of QoS parameters and network device
queues to ensure that they queue for transmit immediately or guarantee
minimum bandwidth. Since OpenStack currently does not support these
functions, consider carefully your selected network plug-in.

The location of a service may also impact the application or consumer
experience, If an application serves differing content to different users
it must properly direct connections to those specific locations. Where
appropriate, use a multi-site installation for these situations.

You can implement networking in two separate ways. Legacy networking
(nova-network) provides a flat DHCP network with a single broadcast
domain. This implementation does not support tenant isolation networks
or advanced plug-ins, but it is currently the only way to implement a
distributed layer-3 agent using the multi_host configuration. OpenStack
Networking (neutron) is the official networking implementation and
provides a pluggable architecture that supports a large variety of
network methods. Some of these include a layer-2 only provider network
model, external device plug-ins, or even OpenFlow controllers,

Networking at large scales becomes a set of boundary questions. The
determination of how large a layer-2 domain must be is based on the amount
of nodes within the domain and the amount of broadcast traffic that
passes between instances. Breaking layer-2 boundaries may require

the implementation of overlay networks and tunnels. This decision is a
balancing act between the need for a smaller overhead or a need for a
smaller domain,
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Network-focused OpenStack clouds have a number of operational
considerations that influence the selected design, including:

- Dynamic routing of static routes
- Service level agreements (SLAs)
- Ownership of user management

An initial network consideration is the selection of a telecom company or
transit provider.

Make additional design decisions about monitoring and alarming. This can be
an internal responsibility or the responsibility of the external provider.
In the case of using an external provider, service level agreements

(SLAs) likely apply. In addition, other operational considerations such as
bandwidth, latency, and jitter can be part of an SLA.

Consider the ability to upgrade the infrastructure. As demand for
network resources increase, operators add additional IP address

blocks and add additional bandwidth capacity. In addition, consider
managing hardware and software life cycle events, for example upgrades,
decommissioning, and outages, while avoiding service interruptions for
tenants.

Factor maintainability into the overall network design. This includes the
ability to manage and maintain IP addresses as well as the use of overlay
identifiers including VLAN tag IDs, GRE tunnel IDs, and MPLS tags. As an
example, if you may need to change all of the IP addresses on a network,
a process known as renumbering, then the design must support this
function,

Address network-focused applications when considering certain
operational realities, For example, consider the impending exhaustion of
IPv4 addresses, the migration to IPv6, and the use of private networks
to segregate different types of traffic that an application receives
or generates. In the case of IPv4 to IPv6 migrations, applications should
follow best practices for storing IP addresses. We recommend you avoid
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relying on IPv4 features that did not carry over to the IPv6 protocol or
have differences in implementation.

To segregate traffic, allow applications to create a private tenant
network for database and storage network traffic. Use a public network
for services that require direct client access from the internet. Upon
segregating the traffic, consider quality of service (QoS) and security
to ensure each network has the required level of service.

Finally, consider the routing of network traffic. For some applications,
develop a complex policy framework for routing. To create a routing
policy that satisfies business requirements, consider the economic cost
of transmitting traffic over expensive links versus cheaper links, in
addition to bandwidth, latency, and jitter requirements,

Additionally, consider how to respond to network events. As an example,
how load transfers from one link to another during a failure scenario
could be a factor in the design. If you do not plan network capacity
correctly, failover traffic could overwhelm other ports or network links
and create a cascading failure scenario, In this case, traffic that fails
over to one link overwhelms that link and then moves to the subsequent
links until all network traffic stops.

Network-focused OpenStack architectures have many similarities to other
OpenStack architecture use cases. There are several factors to consider
when designing for a network-centric or network-heavy application
environment,

Networks exist to serve as a medium of transporting data between
systems. It is inevitable that an OpenStack design has inter-dependencies
with non-network portions of OpenStack as well as on external systems.
Depending on the specific workload, there may be major interactions with
storage systems both within and external to the OpenStack environment.
For example, in the case of content delivery network, there is twofold
interaction with storage. Traffic flows to and from the storage array
for ingesting and serving content in a north-south direction. In addition,
there is replication traffic flowing in an east-west direction.

Compute-heavy workloads may also induce interactions with the network,
Some high performance compute applications require network-based
memory mapping and data sharing and, as a result, induce a higher network
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load when they transfer results and data sets. Others may be highly
transactional and issue transaction locks, perform their functions, and
revoke transaction locks at high rates. This also has an impact on the
network performance,

Some network dependencies are external to OpenStack, While OpenStack
Networking is capable of providing network ports, IP addresses, some level
of routing, and overlay networks, there are some other functions that it
cannot provide, For many of these, you may require external systems or
equipment to fill in the functional gaps. Hardware load balancers are an
example of equipment that may be necessary to distribute workloads or
offload certain functions, As of the Icehouse release, dynamic routing

is currently in its infancy within OpenStack and you may require an
external device or a specialized service instance within OpenStack to
implement it. OpenStack Networking provides a tunneling feature, however
it is constrained to a Networking-managed region. If the need arises to
extend a tunnel beyond the OpenStack region to either another region

or an external system, implement the tunnel itself outside OpenStack

or use a tunnel management system to map the tunnel or overlay to an
external tunnel. OpenStack does not currently provide quotas for
network resources, Where network quotas are required, implement quality
of service management outside of OpenStack. In many of these instances,
similar solutions for traffic shaping or other network functions are
needed.

Depending on the selected design, Networking itself might not support the
required layer-3 network functionality. If you choose to use the provider
networking mode without running the layer-3 agent, you must install an
external router to provide layer-3 connectivity to outside systems.

Interaction with orchestration services is inevitable in larger-scale
deployments. The Orchestration module is capable of allocating network
resource defined in templates to map to tenant networks and for port
creation, as well as allocating floating IPs. If there is a requirement

to define and manage network resources when using orchestration, we
recommend that the design include the Orchestration module to meet the
demands of users.

KT RS2

A wide variety of factors can affect a network-focused OpenStack
architecture, While there are some considerations shared with a general
use case, specific workloads related to network requirements influence
network design decisions.
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One decision includes whether or not to use Network Address Translation
(NAT) and where to implement it. If there is a requirement for floating
IPs instead of public fixed addresses then you must use NAT. An example
of this is a DHCP relay that must know the IP of the DHCP server. In these
cases it is easier to automate the infrastructure to apply the target IP
to a new instance rather than to reconfigure legacy or external systems
for each new instance.

NAT for floating IPs managed by Networking resides within the hypervisor
but there are also versions of NAT that may be running elsewhere, If
there is a shortage of IPv4 addresses there are two common methods to
mitigate this externally to OpenStack. The first is to run a load balancer
either within OpenStack as an instance, or use an external load balancing
solution. In the internal scenario, Networking’s Load-Balancer-as-a-
Service (LBaaS) can manage load balancing software, for example HAproxy.
This is specifically to manage the Virtual IP (VIP) while a dual-homed
connection from the HAproxy instance connects the public network with
the tenant private network that hosts all of the content servers. In the
external scenario, a load balancer needs to serve the VIP and also connect
to the tenant overlay network through external means or through private
addresses.

FHh—Fha] G2 FI ) NAT 23 NAT o BLUURERR » Al BEEE BLAE ST 1
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Application workloads affect the design of the underlying network
architecture, If a workload requires network-level redundancy, the
routing and switching architecture have to accommodate this. There are
differing methods for providing this that are dependent on the selected
network hardware, the performance of the hardware, and which networking
model you deploy. Examples include Link aggregation (LAG) and Hot Standby
Router Protocol (HSRP). Also consider whether to deploy OpenStack
Networking or legacy networking (nova-network), and which plug-in to
select for OpenStack Networking. If using an external system, configure
Networking to run layer 2 with a provider network configuration. For
example, implement HSRP to terminate layer-3 connectivity.

Depending on the workload, overlay networks may not be the best solution.
Where application network connections are small, short lived, or bursty,
running a dynamic overlay can generate as much bandwidth as the packets
it carries. It also can induce enough latency to cause issues with certain
applications. There is an impact to the device generating the overlay

102



ZRF9TEH

July 22, 2015 =%

which, in most installations, is the hypervisor. This causes performance
degradation on packet per second and connection per second rates.

Overlays also come with a secondary option that may not be appropriate
to a specific workload, While all of them operate in full mesh by default,
there might be good reasons to disable this function because it may cause
excessive overhead for some workloads. Conversely, other workloads
operate without issue, For example, most web services applications do not
have major issues with a full mesh overlay network, while some network
monitoring tools or storage replication workloads have performance
issues with throughput or excessive broadcast traffic.

Many people overlook an important design decision: The choice of layer-3
protocols, While OpenStack was initially built with only IPv4 support,
Networking now supports IPv6 and dual-stacked networks. As of the
Icehouse release, this only includes stateless address auto configuration
but work is in progress to support stateless and stateful DHCPv6 as well
as IPv6 floating IPs without NAT. Some workloads are possible through the
use of IPv6 and IPv6 to IPv4 reverse transition mechanisms such as NAT64
and DNS64 or 6to4. This alters the requirements for any address plan as
single-stacked and transitional IPv6 deployments can alleviate the need
for IPv4 addresses.

As of the Icehouse release, OpenStack has limited support for dynamic
routing, however there are a number of options available by incorporating
third party solutions to implement routing within the cloud including
network equipment, hardware nodes, and instances. Some workloads perform
well with nothing more than static routes and default gateways configured
at the layer-3 termination point. In most cases this is sufficient, however
some cases require the addition of at least one type of dynamic routing
protocol if not multiple protocols, Having a form of interior gateway
protocol (IGP) available to the instances inside an OpenStack installation
opens up the possibility of use cases for anycast route injection

for services that need to use it as a geographic location or failover
mechanism, Other applications may wish to directly participate in a routing
protocol, either as a passive observer, as in the case of a looking glass,
or as an active participant in the form of a route reflector. Since an
instance might have a large amount of compute and memory resources, it is
trivial to hold an entire unpartitioned routing table and use it to provide
services such as network path visibility to other applications or as a
monitoring tool.

Path maximum transmission unit (MTU) failures are lesser known but
harder to diagnose. The MTU must be large enough to handle normal traffic,
overhead from an overlay network, and the desired layer-3 protocol.
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Adding externally built tunnels reduces the MTU packet size. In this case,
you must pay attention to the fully calculated MTU size because some
systems ignore or drop path MTU discovery packets.

AT B RIE

Consider configurable networking components related to an OpenStack
architecture design when designing for network intensive workloads
that include MTU and QoS. Some workloads require a larger MTU than normal
due to the transfer of large blocks of data. When providing network
service for applications such as video streaming or storage replication,
we recommend that you configure both OpenStack hardware nodes and the
supporting network equipment for jumbo frames where possible. This allows
for better use of available bandwidth. Configure jumbo frames across
the complete path the packets traverse. If one network component is not
capable of handling jumbo frames then the entire path reverts to the
default MTU,

Quality of Service (QoS) also has a great impact on network intensive
workloads as it provides instant service to packets which have a higher
priority due to the impact of poor network performance. In applications
such as Voice over IP (VoIP), differentiated services code points are

a near requirement for proper operation, You can also use QoS in the
opposite direction for mixed workloads to prevent low priority but high
bandwidth applications, for example backup services, video conferencing,
or file sharing, from blocking bandwidth that is needed for the proper
operation of other workloads, It is possible to tag file storage traffic
as a lower class, such as best effort or scavenger, to allow the higher
priority traffic through. In cases where regions within a cloud might be
geographically distributed it may also be necessary to plan accordingly to
implement WAN optimization to combat latency or packet loss.

ANl

An organization design a large-scale web application with cloud principles
in mind. The application scales horizontally in a bursting fashion and
generates a high instance count. The application requires an SSL
connection to secure data and must not lose connection state to
individual servers,

The figure below depicts an example design for this workload. In this
example, a hardware load balancer provides SSL of fload functionality and
connects to tenant networks in order to reduce address consumption, This
load balancer links to the routing architecture as it services the VIP for
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the application. The router and load balancer use the GRE tunnel ID of the
application’s tenant network and an IP address within the tenant subnet
but outside of the address pool. This is to ensure that the load balancer
can communicate with the application’s HTTP servers without requiring the
consumption of a public IP address.

Because sessions persist until closed, the routing and switching
architecture provides high availability. Switches mesh to each hypervisor
and each other, and also provide an MLAG implementation to ensure that
layer-2 connectivity does not fail. Routers use VRRP and fully mesh with
switches to ensure layer-3 connectivity. Since GRE is provides an overlay
network, Networking is present and uses the Open vSwitch agent in GRE
tunnel mode, This ensures all devices can reach all other devices and that
you can create tenant networks for private addressing links to the load
balancer,

Load Balancer

Router Router

Switch

86868 o LAG 88868 o

W - InstanceN
Instancel ===, :
- —

H i

A web service architecture has many options and optional components. Due
to this, it can fit into a large number of other OpenStack designs. A few
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key components, however, need to be in place to handle the nature of most
web-scale workloads. You require the following components:

- OpenStack & #I AR S BIEARSS ~ WIEARSS ~ L& ARSS LA K 5l MariaDB
H1 RabbitMQ 7 KRS )

- 15174 KW 15 ALHJ OpenStack THHEARSS
- OpenStack ¥ Z17%

- G HERLER

- IR

Beyond the normal Identity, Compute, Inage service, and Object Storage
components, we recommend the Orchestration module component to
handle the proper scaling of workloads to adjust to demand. Due to the
requirement for auto-scaling, the design includes the Telemetry module,
Web services tend to be bursty in load, have very defined peak and
valley usage patterns and, as a result, benefit from automatic scaling
of instances based upon traffic. At a network level, a split network
configuration works well with databases residing on private tenant
networks since these do not enit a large quantity of broadcast traffic
and may need to interconnect to some databases for content.

Eear

Load balancing spreads requests across multiple instances, This workload
scales well horizontally across large numbers of instances. This enables
instances to run without publicly routed IP addresses and instead to
rely on the load balancer to provide a globally reachable service. Many of
these services do not require direct server return, This aids in address
planning and utilization at scale since only the virtual IP (VIP) must be
public,

T8 i P 2%

The overlay functionality design includes OpenStack Networking in Open
vSwitch GRE tunnel mode, In this case, the layer-3 external routers pair
with VRRP, and switches pair with an implementation of MLAG to ensure that
you do not lose connectivity with the upstream routing infrastructure,
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Network level tuning for this workload is minimal. Quality-of-Service (QoS)
applies to these workloads for a middle ground Class Selector depending
on existing policies. It is higher than a best effort queue but lower than
an Expedited Forwarding or Assured Forwarding queue, Since this type of
application generates larger packets with longer-lived connections, you
can optimize bandwidth utilization for long duration TCP, Normal bandwidth
planning applies here with regards to benchmarking a session’s usage
multiplied by the expected number of concurrent sessions with overhead.

il
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The supporting network for this type of configuration needs to have a

low latency and evenly distributed availability. This workload benefits
from having services local to the consumers of the service. Use a multi-
site approach as well as deploying many copies of the application to handle
load as close as possible to consumers, Since these applications function
independently, they do not warrant running overlays to interconnect
tenant networks, Overlays also have the drawback of performing

poorly with rapid flow setup and may incur too much overhead with large
quantities of small packets and therefore we do not recommend them,

QoS is desirable for some workloads to ensure delivery. DNS has a major
impact on the load times of other services and needs to be reliable and
provide rapid responses. Configure rules in upstream devices to apply a
higher Class Selector to DNS to ensure faster delivery or a better spot in
queuing algorithms.

AP

Another common use case for OpenStack environments is providing a cloud-
based file storage and sharing service. You might consider this a storage-
focused use case, but its network-side requirements make it a network-
focused use case.
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For example, consider a cloud backup application. This workload has two
specific behaviors that impact the network. Because this workload is an
externally-facing service and an internally-replicating application, it has
both north-south and east-west traffic considerations:

Fdkm When a user uploads and stores content, that content moves
& into the OpenStack installation. When users download this
content, the content moves out from the OpenStack installation,
Because this service operates primarily as a backup, most
of the traffic moves southbound into the environment. In
this situation, it benefits you to configure a network to be
asymmetrically downstream because the traffic that enters the
OpenStack installation is greater than the traffic that leaves
the installation.
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The network design in this case is less dependent on availability and more
dependent on being able to handle high bandwidth. As a direct result,

it is beneficial to forgo redundant links in favor of bonding those
connections, This increases available bandwidth. It is also beneficial to
configure all devices in the path, including OpenStack, to generate and
pass jumbo frames.
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Examples of such legal frameworks include the data protection framework
of the European Union (http://ec.europa.eu/justice/data-protection) and
the requirements of the Financial Industry Regulatory Authority (http://
www.finra.org/Industry/Regulation/FINRARules) in the United States.
Consult a local regulatory body for more information.
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It is essential that the deployment of instances is consistent across

the different sites. This needs to be built into the infrastructure,

If the OpenStack Object Storage is used as a back end for the Image
service, it is possible to create repositories of consistent images across
multiple sites. Having central endpoints with multiple storage nodes allows
consistent centralized storage for each and every site,

Not using a centralized object store increases operational overhead

so that a consistent image library can be maintained. This could include
development of a replication mechanism to handle the transport of images
and the changes to the images across multiple sites.
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The OpenStack High Availability Guide contains more information on how to
provide redundancy for the OpenStack components,
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The ability to maintain object availability in both sites has significant
implications on the object storage design and implementation. It also has a
significant impact on the WAN network design between the sites.
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- It is important to understand what happens to the replication of
objects and data between the sites when a site goes down. If this causes
queues to start building up, consider how long these queues can safely
exist until something explodes.
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Ideally it is best to have a single authentication domain and not need a
separate implementation for each and every site. This, of course, requires
an authentication mechanism that is highly available and distributed

to ensure continuous operation. Authentication server locality is also
something that might be needed as well and should be planned for,
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There are many technical considerations to take into account with regard
to designing a multi-site OpenStack implementation. An OpenStack cloud can
be designed in a variety of ways to handle individual application needs. A
multi-site deployment has additional challenges compared to single site
installations and therefore is a more complex solution.
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Inter-site link capacity describes the capabilities of the connectivity
between the different OpenStack sites. This includes parameters

such as bandwidth, latency, whether or not a link is dedicated, and

any business policies applied to the connection, The capability and
number of the links between sites determine what kind of options are
available for deployment. For example, if two sites have a pair of high-
bandwidth links available between them, it may be wise to configure a
separate storage replication network between the two sites to support
a single Swift endpoint and a shared object storage capability between
them. (An example of this technique, as well as a configuration walk-
through, is available at http://docs.openstack.org/developer/swift/
replication_network.htmlffdedicated-replication-network). Another option
in this scenario is to build a dedicated set of tenant private networks
across the secondary link using overlay networks with a third party
mapping the site overlays to each other.,

The capacity requirements of the links between sites is driven by
application behavior, If the latency of the links is too high, certain
applications that use a large number of small packets, for example RPC
calls, may encounter issues communicating with each other or operating
properly. Additionally, OpenStack may encounter similar types of issues.
To mitigate this, tuning of the Identity service call timeouts may be
necessary to prevent issues authenticating against a central Identity
service,

Another capacity consideration when it comes to networking for a multi-
site deployment is the available amount and performance of overlay
networks for tenant networks, If using shared tenant networks across
zones, it is imperative that an external overlay manager or controller

be used to map these overlays together, It is necessary to ensure the
amount of possible IDs between the zones are identical. Note that, as of
the Kilo release, OpenStack Networking was not capable of managing tunnel
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IDs across installations. This means that if one site runs out of IDs, but
other does not, that tenant’s network is unable to reach the other site.
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Load balancing is another common issue with multi-site installations. While
it is still possible to run HAproxy instances with Load-Balancer-as-a-
Service, these are local to a specific region. Some applications may be able
to cope with this via internal mechanisms, Others, however, may require
the implementation of an external system including global services load
balancers or anycast-advertised DNS.

Depending on the storage model chosen during site design, storage
replication and availability are also a concern for end-users. If an
application is capable of understanding regions, then it is possible to
keep the object storage system separated by region. In this case, users
who want to have an object available to more than one region need to do
the cross-site replication themselves, With a centralized swift proxy,
however, the user may need to benchmark the replication timing of the
Object Storage back end. Benchmarking allows the operational staff to
provide users with an understanding of the amount of time required for a
stored or modified object to become available to the entire environment,
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Storage availability can also be impacted by the architecture of a multi-
site deployment. A centralized Object Storage service requires more

time for an object to be available to instances locally in regions where
the object was not created. Some applications may need to be tuned to
account for this effect. Block Storage does not currently have a method
for replicating data across multiple regions, so applications that depend
on available block storage need to manually cope with this limitation by
creating duplicate block storage entries in each region.

(5

Securing a multi-site OpenStack installation also brings extra challenges.
Tenants may expect a tenant-created network to be secure. In a multi-
site installation the use of a non-private connection between sites may
be required. This may mean that traffic would be visible to third parties
and, in cases where an application requires security, this issue requires
mitigation. Installing a VPN or encrypted connection between sites is
recommended in such instances.

RO 2 IET R L 2 BE RS B > 2 Kia MRS & E
DAL > FHBRY A DEBLR AR E oy P SR — AR S, - DU EX
A RHIAIEE ~ B EHTAMERE R A BRAE o ORI AE XS T E
AH > ERFTERIAESRER B R — 15 -

HURAE Bk AR B AR P F R RR E - 7 2 KIZER R R L —FF
£ 2 XS T OO NIk [ 585 A0 T W PR S region FIREL P I EE T RE » AN
SEHYSE » OpenStackP 2% BT LRI T BEILANSTHFFIL ML » K97 ZAMERRY
AYGURE BIX LT » F0 7 2% S HOBURE B 7 B MRS g 1A —
2 IR — Dol SRR P A SR B A — D s s R AR o

OpenStack ZH 44

Most OpenStack installations require a bare minimum set of pieces
to function. These include the OpenStack Identity (keystone) for
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authentication, OpenStack Compute (nova) for compute, OpenStack Image
service (glance) for image storage, OpenStack Networking (neutron) for
networking, and potentially an object store in the form of OpenStack
Object Storage (swift). Bringing multi-site into play also demands

extra components in order to coordinate between regions. Centralized
Identity service is necessary to provide the single authentication point.
Centralized dashboard is also recommended to provide a single login point
and a mapped experience to the API and CLI options available, If necessary,
a centralized Object Storage service may be used and will require the
installation of the swift proxy service,
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As of the Kilo release, documentation for implementing this
feature is in progress. See this bug for more information:
https://bugs.launchpad.net/openstack-manuals/+bug/1340509,

% [X 5i0penStackHf 2 & F 2 & & M OpenStack = Z A AT » JLE EARLL
IETEMAFRY » XEEARAR o XA EVIRIERGRY » B
BAVE R » OpenStack & 1ThR (A0SR L) » B g SCEERHIA i FL 35 I 4%
igiﬁgﬁﬁ%%/)um IR SRR o B0 BvEAd » 2T 2 K a0 it

BT EA
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Logging and monitoring does not significantly differ for a multi-site
OpenStack cloud. The same well known tools described in the Logging and
monitoring chapter of the Operations Guide remain applicable. Logging
and monitoring can be provided both on a per-site basis and in a common
centralized location.

HER HEM A STHRE ] — D O ALER - 2O ER R4 1
# o

In multi-site OpenStack clouds deployed using regions each site is,
effectively, an independent OpenStack installation which is linked to the
others by using centralized services such as Identity which are shared
between sites. At a high level the recommended order of operations to
upgrade an individual OpenStack environment is (see the Upgrades chapter
of the Operations Guide for details):

1. F%OpenStackiAUEARSS (keystone).

2. Upgrade the OpenStack Image service (glance).

3. T+ OpenStack 15 (nova), BFEMI LS

4. F+2% OpenStack HEfE (cinder) ©

5. F2} OpenStack GUIF2/¥ (horizon) °

TR Z XA RIRAR 1A T A BRI A —F¢

1. F2% OpenStack INIEHLZE RS (keystone) °

2. Upgrade the OpenStack Image service (glance) at each site.
3. TEE X4 7+ 0penStackiT & (nova ), 45 M 5 LH 14 -

4, FEEA X OpenStackRA7fi# (cinder) e
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For more information on managing quotas refer to the Managing projects
and users chapter of the OpenStack Operators Guide,

AR #E

OpenStackBRIATR LAY EEE T A B U5 A6 (RBAC) FLN » 8RS » 7
S Hpolicy. jsoniE X o & 4E N G AT DAGw T b ST AR 78 AL o G SR 85 X el
NN & Z R RBACHIIN — B BRATIE » 82808 W B IR A B 22 50T
F S policy. jsonfRFF[E 5 o

X AT DL S Y R S0 B B Allrsyne R SEAL » OpenStack H TS A 12
5 DA R A A
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Users must be able to leverage cloud infrastructure and provision new
resources in the environment. It is important that user documentation is
accessible by users of the cloud infrastructure to ensure they are given
sufficient information to help them leverage the cloud. As an example, by
default OpenStack schedules instances on a compute node automatically.
However, when multiple regions are available, it is left to the end user

to decide in which region to schedule the new instance. The dashboard
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presents the user with the first region in your configuration. The API and
CLI tools do not execute commands unless a valid region is specified. It is
therefore important to provide documentation to your users describing
the region layout as well as calling out that quotas are region-specific,
If a user reaches his or her quota in one region, OpenStack does not
automatically build new instances in another, Documenting specific
examples helps users understand how to operate the cloud, thereby
reducing calls and tickets filed with the help desk.

IRHE

This graphic is a high level diagram of a multi-site OpenStack
architecture. Each site is an OpenStack cloud but it may be necessary
to architect the sites on different versions. For example, if the second
site is intended to be a replacement for the first site, they would be
different. Another common design would be a private OpenStack cloud
with replicated site that would be used for high availability or disaster
recovery. The most important design decision is how to configure the
storage. It can be configured as a single shared pool or separate pools,
depending on the user and technical requirements.
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The architecture for a multi-site installation of OpenStack is dependent
on a number of factors. One major dependency to consider is storage.
When designing the storage system, the storage mechanism needs to be
determined. Once the storage type is determined, how it is accessed is
critical. For example, we recommend that storage should use a dedicated
network. Another concern is how the storage is configured to protect the
data. For example, the recovery point objective (RPO) and the recovery
time objective (RTO). How quickly can the recovery from a fault be
completed, determines how of ten the replication of data is required.
Ensure that enough storage is allocated to support the data protection
strategy.

Networking decisions include the encapsulation mechanism that can be
used for the tenant networks, how large the broadcast domains should be,
and the contracted SLAs for the interconnects.

There are multiple ways to build a multi-site OpenStack installation, based
on the needs of the intended workloads. Below are example architectures
based on different requirements. These examples are meant as a
reference, and not a hard and fast rule for deployments. Use the previous
sections of this chapter to assist in selecting specific components and
implementations based on specific needs.

A large content provider needs to deliver content to customers that
are geographically dispersed. The workload is very sensitive to latency
and needs a rapid response to end-users. After reviewing the user,
technical and operational considerations, it is determined beneficial

to build a number of regions local to the customer’s edge. In this case
rather than build a few large, centralized data centers, the intent of
the architecture is to provide a pair of small data centers in locations
that are closer to the customer. In this use case, spreading applications
out allows for different horizontal scaling than a traditional compute
workload scale. The intent is to scale by creating more copies of the
application in closer proximity to the users that need it most, in order to
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ensure faster response time to user requests. This provider deploys two
datacenters at each of the four chosen regions. The implications of this
design are based around the method of placing copies of resources in each
of the remote regions. Swift objects, Glance images, and block storage
need to be manually replicated into each region. This may be beneficial

for some systems, such as the case of content service, where only some

of the content needs to exist in some but not all regions. A centralized
Keystone is recommended to ensure authentication and that access to the
API endpoints is easily manageable,

It is recommended that you install an automated DNS system such as
Designate. Application administrators need a way to manage the mapping
of which application copy exists in each region and how to reach it, unless
an external Dynamic DNS system is available, Designate assists by making
the process automatic and by populating the records in the each region’s
zone,

Telemetry for each region is also deployed, as each region may grow
differently or be used at a different rate. Ceilometer collects each
region’s meters from each of the controllers and report them back

to a central location, This is useful both to the end user and the
administrator of the OpenStack environment. The end user will find this
method useful, as it makes possible to determine if certain locations

are experiencing higher load than others, and take appropriate action.
Administrators also benefit by possibly being able to forecast growth per
region, rather than expanding the capacity of all regions simultaneously,
therefore maximizing the cost-effectiveness of the multi-site design.

One of the key decisions of running this sort of infrastructure is
whether or not to provide a redundancy model. Two types of redundancy
and high availability models in this configuration can be implemented. The
first type revolves around the availability of the central OpenStack
components. Keystone can be made highly available in three central data
centers that host the centralized OpenStack components. This prevents
a loss of any one of the regions causing an outage in service, It also has
the added benefit of being able to run a central storage repository as a
primary cache for distributing content to each of the regions.

The second redundancy topic is that of the edge data center itself. A
second data center in each of the edge regional locations house a second
region near the first. This ensures that the application does not suffer
degraded performance in terms of latency and availability.

R Bt Flr o T RO RRER T 56 RIS — 1 J0penStack iR S5 HI 0K
AR DR DA SIS E R O
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- OpenStack Controller services running, Networking, dashboard, Block
Storage and Compute running locally in each of the three regions. The
other services, Identity, Orchestration, Telemetry, Image service and
Object Storage can be installed centrallywith nodes in each of the
region providing a redundant OpenStack Controller plane throughout
the globe,

« OpenStackitT &7 S 3i247EKWMAThypervisor ©
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- OpenStack Object Storage for serving static objects such as images
can be used to ensure that all images are standardized across all the
regions, and replicated on a regular basis.

- TEFTA fregionF #0H — 143 7 XDNSAR S5 7] A > AFBIASRI A EEEHE
AR S B HTDNSIE K

- A geo-redundant load balancing service can be used to service the
requests from the customers based on their origin.

An autoscaling heat template can be used to deploy the application in the
three regions. This template includes:

- WebfiR%5 » 3247 Apache °
- ML E BN o FULDNSHRSS B 2R E A& Juser_data ©

- R Telenetry B 45 » HEb 5 K AIAGHAS H AV S region sl 3¢k
e

Another autoscaling Heat template can be used to deploy a distributed
MongoDB shard over the three locationswith the option of storing
required data on a globally available swift container. According to
the usage and load on the database serveradditional shards can be
provisioned according to the thresholds defined in Telemetry.

Two data centers would have been sufficient had the requirements been
met. But three regions are selected here to avoid abnormal load on a single
region in the event of a failure,

ixX B i #llOrchestration&H T B B R 4&H0 IS B BE BRI KB L 5 1Y
HIW BRI - B —SAlEE T T A > WPuppetSiChef th & 7E M H
E] » BEASHREEH T0rchestration » #EOpenStackz FH EA 1A
NEPEIEF > A Z0penStack AR SR TR o thAh » ESTRN A A9 5AR
AREAAREX AN TR o

OpenStack Object Storage is used here to serve as a back end for

the Image service since it is the most suitable solution for a globally
distributed storage solutionwith its own replication mechanism, Home
grown solutions could also have been used including the handling of
replicationbut were not chosen, because Object Storage is already an
intricate part of the infrastructureand proven solution.

— MRS B IR S5 R g5 A 0 T A &OpenStackfLBaaS, Kl
OpenStackfLBaaS7EOpenStack 1~ & TR AR 7 1 B B A A B
HIEARTHRFE o
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A common use for a multi-site deployment of OpenStack, is for creating

a Content Delivery Network, An application that uses a location-local
architecture requires low network latency and proximity to the user, in
order to provide an optimal user experience, in addition to reducing the
cost of bandwidth and transit, since the content resides on sites closer
to the customer, instead of a centralized content store that requires
utilizing higher cost cross-country links.

WL DR R B R — I EAE S Ol T R I P 5 SR B AL B A - 7
YN BhREB A ARI100%T0AR - EEANE—DHRK  BERIENE
R EHIRA R A SR A > S Y R 45hopk AT o RUE AT TAN—
B R AREC BB B TR MBI BRI AR ENES -

In this example, the application utilizing this multi-site OpenStack

install that is location aware would launch web server or content serving
instances on the compute cluster in each site. Requests from clients are
first sent to a global services load balancer that determines the location
of the client, then routes the request to the closest OpenStack site
where the application completes the request.
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There are commercially available options, such as Rightscale, and open
source options, such as ManagelQ (http://manageiq.org), but there is no
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single CMP that can address all needs in all scenarios. Whereas most of the
sections of this book talk about the aspects of OpenStack, an architect
needs to consider when designing an OpenStack architecture, This section
will also discuss the things the architect must address when choosing

or building a CMP to run a hybrid cloud design, even if the CMP will be a
manually built solution,

Al
=== )

P

Hybrid cloud architectures are complex, especially those that use
heterogeneous cloud platforms. It is important to make sure that design
choices match requirements in such a way that the benefits outweigh the
inherent additional complexity and risks.

Business considerations when designing a hybrid cloud deployment include:

B A A N E 2 IR AR AHOR IR o X LBt vF
DIEREANGES N H R R B A o 2 4EAE 5 m pY R A E T A
S HERMTFEE L E 2R HELUEI MY LA - Mtz
N BIGEE SR REE R B ARG R R EH TEE
THHZ SR -

Al ZS 8] Revenue opportunities vary greatly based on the intent
and use case of the cloud. As a commercial, customer-facing
product, you must consider whether building over multiple
platforms makes the design more attractive to customers.

2R 1E] One of the most common reasons to use cloud platforms
is to improve the time-to-market of a new product or
application. For example, using multiple cloud platforms is
viable because there is an existing investment in several
applications. It is faster to tie the investments together
rather than migrate the components and refactoring them
to a single platform.

WK Organizations leveraging cloud-based services can embrace

N2 business diversity and utilize a hybrid cloud design to
spread their workloads across multiple cloud providers.
This ensures that no single cloud provider is the sole host
for an application,

N K Businesses with existing applications may find that it is
more cost effective to integrate applications on multiple
cloud platforms than migrating them to a single platform,
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Examples of such legal frameworks include the data protection framework
of the European Union (Reform of data protection legislation) and the
requirements of the Financial Industry Regulatory Authority (FINRA
Rules) in the United States. Consult a local regulatory body for more
information.

B R

A workload can be a single application or a suite of applications that

work together. It can also be a duplicate set of applications that need

to run on multiple cloud environments, In a hybrid cloud deployment, the
same workload of ten needs to function equally well on radically different
public and private cloud environments, The architecture needs to address
these potential conflicts, complexity, and platform incompatibilities. Some
possible use cases for a hybrid cloud architecture include:

Dynamic resource expansion or An application that requires additional
"bursting” resources is another common reason
you might use a multiple cloud
architecture, For example, a retailer
needs additional resources during
the holiday retail season, but does
not want to build expensive cloud
resources to meet the peak demand. The
user might have an OpenStack private
cloud but want to burst to AWS or some
other public cloud for these peak load
periods, These bursts could be for long
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or short cycles ranging from hourly to
yearly,

The cheaper storage and instance
management makes a good case for using
the cloud as a secondary site, Using
OpenStack public or private cloud in
combination with the public cloud for
these purposes is popular,

Adding self-service, charge back and
transparent delivery of the right
resources from a federated pool can
be cost effective, In a hybrid cloud
environment, this is a particularly
important consideration. Look for a
cloud that provides cross-platform
hypervisor support and robust
instance management tools.

An enterprise cloud delivers efficient
application portfolio management and
deployments by leveraging self-service
features and rules for deployments
based on types of use. Stitching
together multiple existing cloud
environments that are already in
production or development is a common
driver when building hybrid cloud
architectures.

A common reason to create a hybrid
cloud architecture is to allow the
migration of applications between
different clouds. Permanent migration
of the application to a new platform
is one reason, or another might be
because the application requires
support on multiple platforms.

Another important reason for
wanting a multiple cloud architecture
is to address the needs for high
availability. Using a combination of
multiple locations and platforms,
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a design can achieve a level of
availability that is not possible with a
single platform, This approach does add
a significant amount of complexity.

In addition to thinking about how the workload works on a single cloud, the
design must accommodate the added complexity of needing the workload to

run on multiple cloud platforms. We recommend exploring the complexity of

transferring workloads across clouds at the application, instance, cloud

platform, hypervisor, and network levels,

TAZ=

When working with designs spanning multiple clouds, the design must
incorporate tools to facilitate working across those multiple clouds.
Some of the user requirements drive the need for tools that perform the

following functions:

Broker between clouds

Facilitate orchestration across

the clouds

Since the multiple cloud architecture
assumes that there are at least two
different and possibly incompatible
platforms that are likely to have
different costs, brokering sof tware
evaluates relative costs between
different cloud platforms. The

name for these solutions is Cloud
Management Platforms (CMPs). Examples
include Rightscale, Gravitent, Scalr,
CloudForms, and ManagelQ. These tools
allow the designer to determine the
right location for the workload based
on predetermined criteria,

CMPs are tools are used to tie
everything together. Using cloud
orchestration tools improves

the management of IT application
portfolios as they migrate onto public,
private, and hybrid cloud platforms. We
recommend using cloud orchestration
tools for managing a diverse

portfolio of installed systems across
multiple cloud platforms. The typical
enterprise IT application portfolio
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is still comprised of a few thousand
applications scattered over legacy
hardware, virtualized infrastructure,
and now dozens of disjointed shadow
public Infrastructure-as-a-Service
(IaaS) and Software-as-a-Service
(SaaS) providers and offerings.

4575 &

The network services functionality is an important factor to assess

when choosing a CMP and cloud provider. Considerations are functionality,
security, scalability and HA. Important tasks for the architecture include
the verification and ongoing testing of critical features for the cloud
endpoint,

- Decide on a network functionality framework and design a minimum
functionality test. This ensures testing and functionality persists
during and after upgrades.

- Scalability across multiple cloud providers may dictate which underlying
network framework you choose in different cloud providers. It is
important to present the network API functions and to verify that
functionality persists across all cloud endpoints chosen,

- High availability implementations vary in functionality and design.
Examples of some common methods are active-hot-standby, active-passive
and active-active. Development of high availability and test frameworks
is necessary to insure understanding of functionality and limitations.

- Consider the security of data between the client, the endpoint, and any
traffic that traverses the multiple clouds.

JRRS L REA B2 [

Hybrid cloud architectures introduce additional risk because they
add additional complexity and potentially conflicting or incompatible
components or tools. However, they also reduce risk by spreading
workloads over multiple providers. This means, if one was to go out of
business, the organization could remain operational. Heightened risks
when using a hybrid cloud architecture include:

AL ERTFM: This can range from the company going out of business
B SCHZH Y to the company changing how it delivers its services. The
design of a cloud architecture is meant to be flexible
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and changeable; however, the cloud is perceived to be
both rock solid and ever flexible at the same time,

Users of hybrid cloud environments potentially
encounter some losses through differences in service
level agreements. A hybrid cloud design needs to
accommodate the different SLAs the various clouds
involved in the design of fer, and must address the actual
enforceability of the providers’ SLAs,

Securing multiple cloud environments is more complex
than securing a single cloud environment. We recommend
addressing concerns at the application, network, and
cloud platform levels, One issue is that different
cloud platforms approach security differently, and

a hybrid cloud design must address and compensate

for differences in security approaches. For example,
AWS uses a relatively simple model that relies on user
privilege combined with firewalls.

APIs are crucial in a hybrid cloud environment. As a
consumer of a provider’s cloud services, an organization
rarely has control over provider changes to APIs. Cloud
services that might have previously had compatible APIs
may no longer work. This is particularly a problem with
AWS and OpenStack AWS-compatible APIs. The planning of
OpenStack included the maintenance of compatibility
with changes in AWS APIs. However, over time, the APIs
have become more divergent in functionality. One way

to address this issue is to focus on using only the most
common and basic APIs to minimize potential conflicts,

A hybrid cloud environment requires inspection and understanding of
technical issues that are not only outside of an organization’s data
center, but potentially outside of an organization’'s control. In many
cases, it is necessary to ensure that the architecture and CMP chosen are
adaptable. All of these factors influence and add complexity to the design
of the hybrid cloud architecture,

Incompatibilities with other cloud platforms are inevitable, however,
clouds using the same version and distribution of OpenStack are unlikely
to experience any issues,
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Clouds that exclusively use the same versions of OpenStack should have no
issues, regardless of distribution, The newer the distribution in question,
the less likely it is that there will be incompatibilities between versions.
An OpenStack community initiative defines core functions that need to
remain backward compatible between supported versions.

3 FE

For example, the DefCore initiative defines basic functions
that every distribution must support in order to bear the
name OpenStack,

Vendors can add proprietary customization to their distributions. If
an application or architecture makes use of these features, it will be
difficult to migrate to or use other types of environments.

If an environment includes non-OpenStack clouds, it may experience
compatibility problems. CMP tools must account for the differences in the
handling of operations and implementation of services. Some situations in
which these incompatibilities can arise include differences between the
way in which a cloud:

- HRE LA
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One of the primary reasons many organizations turn to a hybrid cloud
system is to increase capacity without having to make large capital
investments.

Capacity, and the placement of workloads, accounts for the design of

a mostly internally-operated cloud. The long-term capacity plan for

this design must incorporate growth over time to prevent permanent
consumption of a more expensive external cloud. In order to avoid this
scenario, we recommend accounting for the future applications’ capacity
requirements and plan growth appropriately.

Unpredictability is a consideration for capacity planning. It is difficult
to predict the amount of load a particular application might incur if the
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number of users fluctuate, or the application experiences an unexpected
increase in popularity. It is possible to define application requirements in
terms of vCPU, RAM, bandwidth or other resources and plan appropriately.
However, other clouds might not use the same meter or even the same
oversubscription rates.

Oversubscription is a method to emulate more capacity than may physically
be present. For example, a physical hypervisor node with 32GB RAM may host
24 instances, each provisioned with 2GB RAM. As long as all 24 instances
are not concurrently utilizing 2 full gigabytes, this arrangement is a non-
issue, However, some hosts take oversubscription to extremes and, as a
result, performance can frequently be inconsistent. If at all possible,
determine what the oversubscription rates of each host are and plan
capacity accordingly.

7t

Security domains are an important distinction when planning for a hybrid
cloud environment and its capabilities. A security domain comprises users,
applications, servers or networks that share common trust requirements
and expectations within a system,

ZEWAE
1. B
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4. i

You can map the security domains individually to the organization’s
installation or combine them, For example, some deployment topologies
combine both guest and data domains onto one physical network, whereas
other topologies physically separate the networks, In each case, the
cloud operator should be aware of the appropriate security concerns.
We recommend mapping security domains against the specific OpenStack
deployment topology. The domains and their trust requirements depend
upon whether the cloud instance is public, private, or hybrid.

The public security domain is an entirely untrusted area of the cloud
infrastructure, It can refer to the internet as a whole, or simply to
networks over which an organization has no authority. Do not trust
this domain. For example, in a hybrid cloud deployment, any information
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traversing between and beyond the clouds is of the public domain and
untrustworthy,

The guest security domain handles compute data. Instances on the cloud
generate the data, but not services that support the operation of the
cloud, such as API calls. We recommend not to trust this domain if you

are a public cloud provider that uses hybrid cloud configurations, or

a private cloud provider who does not have controls on instance use

and allows unrestricted internet access to instances. Private cloud
providers, however, can use this network as an internally trusted network
if controls are in place.

The management security domain is where services interact. The networks
in this domain transport confidential data such as configuration
parameters, user names, and passwords. Trust this domain when it is behind
an organization’s firewall in deployments.

The data security domain is concerned primarily with information
pertaining to the storage services within OpenStack, The data that
crosses this network has integrity and confidentiality requirements.
Depending on the type of deployment there may also be availability
requirements. The trust level of this network is heavily dependent on
deployment decisions and does not have a default level of trust.

When operating or utilizing public or private clouds, consider the
management of the users. The identity service allows for LDAP to be
part of the authentication process. Including these systems in your
OpenStack deployments may ease user management if integrating into
existing systems.

A

Be mindful of consistency when utilizing third party clouds to
explore authentication options.

Due to the passing of user names, passwords, and tokens between client
machines and API endpoints, we recommend the placement of API services
behind hardware to perform SSL termination.

The hypervisor also requires a security assessment. In a public

cloud, organizations typically do not have control over the choice of
hypervisor. For example, Amazon uses its own particular version of Xen.
Properly securing your hypervisor is important. Attacks made upon the
unsecured hypervisor are called a "hypervisor breakout”, Hypervisor
breakout describes the event of a compromised or malicious instance
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breaking out of the resource controls of the hypervisor and gaining
access to the bare metal operating system and hardware resources.

There is not an issue if the security of instances is not important.
However, enterprises need to avoid vulnerability. The only way to do

this is to avoid the situation where the instances are running on a
public cloud. That does not mean that there is a need to own all of the
infrastructure on which an OpenStack installation operates; it suggests
avoiding situations in which sharing hardware with others occurs.

There are other services worth considering that provide a bare metal
instance instead of a cloud. In other cases, it is possible to replicate

a second private cloud by integrating with a private Cloud-as-a-Service
deployment. The organization does not buy the hardware, but also does
not share with other tenants, It is also possible to use a provider that
hosts a bare-metal "public” cloud instance for which the hardware is
dedicated only to one customer, or a provider that offers private Cloud-
as-a-Service,

It is important to realize that each cloud implements services differently.
What keeps data secure in one cloud may not do the same in another, Be
sure to know the security requirements of every cloud that handles the
organization's data or workloads.

More information on OpenStack Security can be found in the OpenStack
Security Guide,

=TT

When it comes to utilization, it is important that the CMP understands
what workloads are running, where they are running, and their preferred
utilizations. For example, in most cases it is desirable to run as many
workloads internally as possible, utilizing other resources only when
necessary. On the other hand, situations exist in which the opposite is
true, The internal cloud may only be for development and stressing it is
undesirable. In most cases, a cost model of various scenarios helps with
this decision. However, internal priorities influence this analysis. To
improve efficiency, make these decisions programmatically.

The Telemetry module (ceilometer) provides information on the usage of
various OpenStack components. There are two limitations to consider:

- If there is to be a large amount of data (for example, if monitoring a
large cloud, or a very active one) it is desirable to use a NoSQL back end
for Ceilometer, such as MongoDB,
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- You must monitor connections to non-OpenStack clouds and report this
information to the CMP,

Performance is of the upmost importance in the design of a cloud. When
it comes to a hybrid cloud deployment, many of the same issues for multi-
site deployments apply, such as network latency between sites. It is also
important to think about the speed at which a workload can be spun up in
another cloud, and how to reduce the time necessary to accomplish the
task. This may mean moving data closer to applications or applications
closer to the data they process, including a grouping functionality so
that connections that require low latency take place over a single cloud
rather than spanning clouds. This may also mean ensuring that the CMP has
the intelligence to know which cloud can most efficiently run which types
of workloads.

As with utilization, native OpenStack tools are available to assist.
Ceilometer can measure performance and, if necessary, the Orchestration
(heat) module can react to changes in demand by spinning up more
resources.

3 FE

It is important to note, however, that Orchestration requires

special configurations in the client to enable functioning with
solution of ferings from Amazon Web Services. When dealing with
other types of clouds, it is necessary to rely on the features
of the CMP,

The number and types of native OpenStack components that are available
for use is dependent on whether the deployment is exclusively an
OpenStack cloud or not.

Using more than one cloud in any situation requires consideration of four
OpenStack tools:

- OpenStack Compute (nova): Regardless of deployment location,
hypervisor choice has a direct effect on how difficult it is to
integrate with one or more additional clouds. For example, integrating a
Hyper-V based OpenStack cloud with Azure has less compatibility issues
than if KVM is used.
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+ Networking (neutron): Whether OpenStack Networking or legacy
networking (nova-network) is used, the network is one place where
understanding integration capabilities is necessary in order to
connect between clouds.

- Telemetry IR (ceilometer ):7E A ER K HRF F Telemetry » W] F T =19
HAbLAAL -

- Orchestration # (heat): [E]#£RY » Orchestrationft 4RHE LSS H & —1>
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- Image portability: Note that, as of the Kilo release, there is no single
common image format that is usable by all clouds. Conversion or the
recreation of images is necessary if porting between clouds. To make
things simpler, launch the smallest and simplest images feasible,
installing only what is necessary preferably using a deployment manager
such as Chef or Puppet. Do not use golden images for speeding up the
process. However, if you repeat the deployment of the same images, we
recommend utilizing this technique instead of provisioning applications
on lighter images each time,

- API differences: Avoid using a hybrid cloud deployment with more than
just OpenStack (or with different versions of OpenStack). The APIs
need to perform certain functions that are different. The CMP needs
to know how to handle all necessary versions. To get around this issue,
some implementers build portals to achieve a hybrid cloud environment,
but a heavily developer-focused organization may benefit more from a
hybrid cloud broker SDK such as jClouds.
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As a first step, map out the dependencies of the expected workloads and
the cloud infrastructures that are required to support them, Mapping
the applications to targeted cloud environments allows you to architect
a solution for the broadest compatibility between cloud platforms,
minimizing the need to create workarounds and processes to fill identified
gaps.

For your chosen cloud management platform, note the relative
levels of support for both monitoring and orchestration.

Cloud Management Platform J

OpenStack Private Cloud / Amazon Web Services
m OpenStack APls EC2 APIs - ,m‘
Instancel Eonn]i | i TR 0
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Public
Nova r Network
_Cellnmeter _Heat
Compute [ CloudWatch | CloudFormation |
[ [
oo
00| b
1] Private
Network
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The majority of cloud workloads currently run on instances using
hypervisor technologies such as KVM, Xen, or ESXi. The challenge is that
each of these hypervisors uses an image format that may or may not
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be compatible with one another. Mitigation in a private or hybrid cloud
solution can be standardized on the same hypervisor and instance image
format. However this is not always feasible. This is particularly evident if
one of the clouds in the architecture is a public cloud that is outside of
the control of the designers.

Examples of available conversion tools:
- virt-p2v and virt-v2v
- virt-edit - Edit a file in a virtual machine

The listed tools cannot serve beyond basic cloud instance specifications.
Alternatively, build a thin operating system image as the base for new
instances, This facilitates rapid creation of cloud instances using cloud
orchestration or configuration management tools for more specific
templating, Use a commercial image migration tool as another option. If
you intend to use the portable images for disaster recovery, application
diversity, or high availability, your users could move the images and
instances between cloud platforms regularly.
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When moving workloads from the source to the destination cloud platforms,
consider that the destination cloud platform may not have comparable
services. Implement workloads in a different way or by using a different
technology.

For example, moving an application that uses a NoSQL database service
such as MongoDB could cause difficulties in maintaining the application
between the platforms.

There are a number of options that are appropriate for the hybrid cloud
use case:

- Creating a baseline of upper-layer services that are implemented
across all of the cloud platforms. For platforms that do not support a
given service, create a service on top of that platform and apply it to
the workloads as they are launched on that cloud.

For example, through the Database service for OpenStack (trove),
OpenStack supports MySQL as a service but not NoSQL databases in
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production. To either move from or run alongside AWS, a NoSQL workload
must use an automation tool, such as the Orchestration module (heat),
to recreate the NoSQL database on top of OpenStack.

- Deploying a Platform-as-a-Service (PaaS) technology such as Cloud

Foundry or OpenShift that abstracts the upper-layer services from
the underlying cloud platform. The unit of application deployment and
migration is the PaaS. It leverages the services of the PaaS and only
consumes the base infrastructure services of the cloud platform.

- Use automation tools to create the required upper-layer services that

are portable across all cloud platforms.

For example, instead of using any database services that are inherent
in the cloud platforms, launch cloud instances and deploy the databases
on those instances using scripts or various configuration and
application deployment tools.

R

Network services functionality is a barrier for multiple cloud
architectures. It could be an important factor to assess when choosing a
CMP and cloud provider. Some considerations you should take into account:

- IR
- watt

- AR
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Verify and test critical cloud endpoint features.

o

- After selecting the network functionality framework, you must confirm

the functionality is compatible. This ensures testing and functionality
persists during and after upgrades.

Y. =
3 FE
Diverse cloud platforms may de-synchronize over time if
you do not maintain their mutual compatibility, This is a
particular issue with APIs,

- Scalability across multiple cloud providers determines your choice

of underlying network framework. It is important to have the network
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API functions presented and to verify that the desired functionality
persists across all chosen cloud endpoint.

- High availability implementations vary in functionality and design.
Examples of some common methods are active-hot-standby, active-
passive, and active-active, Develop your high availability implementation
and a test framework to understand the functionality and limitations of
the environment,

- It is imperative to address security considerations, For example,
addressing how data is secured between client and endpoint and any
traffic that traverses the multiple clouds. Business and regulatory
requirements dictate what security approach to take.

Traditionally, replication has been the best method of protecting object
store implementations. A variety of replication methods exist in storage
architectures, for example synchronous and asynchronous mirroring.
Most object stores and back-end storage systems implement methods for
replication at the storage subsystem layer. Object stores also tailor
replication techniques to fit a cloud’s requirements.

Organizations must find the right balance between data integrity and
data availability. Replication strategy may also influence the disaster
recovery methods.

Replication across different racks, data centers, and geographical
regions has led to the increased focus of determining and ensuring data
locality. The ability to guarantee data is accessed from the nearest or
fastest storage can be necessary for applications to perform well, for
example, Hadoop running in a cloud. The user either runs with a native HDF
or on a separate parallel file system, Examples would be Hitachi and IBM,

3 EE

Take special consideration when running embedded object
store methods to not cause extra data replication, which can
create unnecessary performance issues.
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For Block Storage, the replication is a little more difficult, and involves
tools outside of OpenStack itself, The OpenStack Block Storage volume

is not set as the drive itself but as a logical object that points to a
physical back end. The disaster recovery is configured for Block Storage
for synchronous backup for the highest level of data protection, but
asynchronous backup could have been set as an alternative that is not

as latency sensitive, For asynchronous backup, the Block Storage API
makes it possible to export the data and also the metadata of a particular
volume, so that it can be moved and replicated elsewhere, More information
can be found here: https://blueprints.launchpad.net/cinder/+spec/
cinder-backup-volume-metadata-support.
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A massively scalable architecture is a cloud implementation that is either
a very large deployment, such as a commercial service provider might
build, or one that has the capability to support user requests for large
amounts of cloud resources. An example is an infrastructure in which
requests to service 500 or more instances at a time is common. A massively
scalable infrastructure fulfills such a request without exhausting the
available cloud infrastructure resources. While the high capital cost

of implementing such a cloud architecture means that it is currently in
limited use, many organizations are planning for massive scalability in the
future,

A massively scalable OpenStack cloud design presents a unique set of
challenges and considerations. For the most part it is similar to a general
purpose cloud architecture, as it is built to address a non-specific range
of potential use cases or functions. Typically, it is rare that particular
workloads determine the design or configuration of massively scalable
clouds. Like the general purpose cloud, the massively scalable cloud is
most of ten built as a platform for a variety of workloads. Because private
organizations rarely require or have the resources for them, massively
scalable OpenStack clouds are generally built as commercial, public cloud
offerings.

Services provided by a massively scalable OpenStack cloud include:
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Like a general purpose cloud, the instances deployed in a massively
scalable OpenStack cloud do not necessarily use any specific aspect of
the cloud of fering (compute, network, or storage). As the cloud grows

in scale, the number of workloads can cause stress on all the cloud
components. This adds further stresses to supporting infrastructure
such as databases and message brokers, The architecture design for such
a cloud must account for these performance pressures without negatively
impacting user experience,
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Examples of such legal frameworks include the data protection framework
of the European Union and the requirements of the Financial Industry
Regulatory Authority in the United States. Consult a local regulatory
body for more information.
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Data Protection framework of the European Union: Guidance on Data
Protection laws governed by the EU.

Depletion of IPv4 Addresses: describing how IPv4 addresses and the
migration to IPv6 is inevitable,

Ethernet Switch Reliability: Research white paper on Ethernet Switch
reliability.

Financial Industry Regulatory Authority: Requirements of the Financial
Industry Regulatory Authority in the USA.

Image Service property keys: Glance API property keys allows the
administrator to attach custom characteristics to images.

LibGuestFS Documentation: Of ficial LibGuestFS documentation,
Logging and Monitoring: Official OpenStack Operations documentation.

Managel@Q Cloud Management Platform: An Open Source Cloud Management
Platform for managing multiple clouds.

N-Tron Network Availability: Research white paper on network availability,
Nested KVM: Post on how to nest KVM under KVM.

Open Compute Project: The Open Compute Project Foundation’s mission is to
design and enable the delivery of the most efficient server, storage and
data center hardware designs for scalable computing,

OpenStack Flavors: Of ficial OpenStack documentation.

OpenStack High Availability Guide: Information on how to provide
redundancy for the OpenStack components.

OpenStack Hypervisor Support Matrix: Matrix of supported hypervisors
and capabilities when used with OpenStack.

OpenStack Object Store (Swift) Replication Reference: Developer
documentation of Swift replication.

OpenStack Operations Guide: The OpenStack Operations Guide provides
information on setting up and installing OpenStack.
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OpenStack Security Guide: The OpenStack Security Guide provides
information on securing OpenStack deployments.

OpenStack Training Marketplace: The OpenStack Market for training and
Vendors providing training on OpenStack.

PCI passthrough: The PCI API patches extend the servers/os-hypervisor to
show PCI information for instance and compute node, and also provides a
resource endpoint to show PCI information.

TripleO: TripleO is a program aimed at installing, upgrading and operating
OpenStack clouds using OpenStack’s own cloud facilities as the
foundation,
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For the available OpenStack documentation, see docs.openstack.org.

To provide feedback on documentation, join and use the
<openstack-docs@lists.openstack.org) mailing list at OpenStack
Documentation Mailing List, or report a bug,

DUT BEEMARE T a0{n 23— D E:T-OpenStack = J HAH R A 1

- Installation Guide for openSUSE 13.2 and SUSE Linux Enterprise Server
12

- Installation Guide for Red Hat Enterprise Linux 7, CentOS 7, and Fedora
21

- Installation Guide for Ubuntu 14.04 (LTS)
LA SRR T AR B ALE T — 1 2 T OpenStackiIZ
- B
 FHAP A ERATH
- RESEFH
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The Training Guides offer software training for cloud administration and
management.,

A A

During the set up or testing of OpenStack, you might have questions about
how a specific task is completed or be in a situation where a feature does
not work correctly. Use the ask.openstack.org site to ask questions

and get answers. When you visit the https://ask.openstack.org site,

scan the recently asked questions to see whether your question has
already been answered. If not, ask a new question. Be sure to give a clear,
concise summary in the title and provide as much detail as possible in

the description. Paste in your command output or stack traces, links to
screen shots, and any other information which might be useful.

OpenStack R4 7%

A great way to get answers and insights is to post your question or
problematic scenario to the OpenStack mailing list. You can learn from
and help others who might have similar issues. To subscribe or view the
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archives, go to http://lists.openstack.org/cgi-bin/mailman/listinfo/
openstack. You might be interested in the other mailing lists for specific
projects or development, which you can find on the wiki. A description

of all mailing lists is available at https://wiki.openstack.org/wiki/
Mailinglists.

OpenStack 4% H £}

The OpenStack wiki contains a broad range of topics but some of the
information can be difficult to find or is a few pages deep. Fortunately,
the wiki search feature enables you to search by title or content. If you
search for specific information, such as about networking or OpenStack
Compute, you can find a large amount of relevant material. More is being
added all the time, so be sure to check back of ten. You can find the search
box in the upper-right corner of any OpenStack wiki page.

LaunchpadH*Bug[X.

The OpenStack community values your set up and testing efforts and wants
your feedback. To log a bug, you must sign up for a Launchpad account at
https://launchpad.net/+login. You can view existing bugs and report bugs
in the Launchpad Bugs area. Use the search feature to determine whether
the bug has already been reported or already been fixed. If it still seems
like your bug is unreported, fill out a bug report.
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- Bugs: OpenStack T4 (nova)
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+ Bugs: OpenStack 1% 3 #% (horizon)

- Bugs: OpenStack TAIE (keystone)

- Bugs: OpenStack Image service (glance)
- Bugs: OpenStack %% (neutron)

- Bugs: OpenStack X £ 174iE (swift)

- Bugs: ¥Rz /B k55 (ironic)

- Bugs: AL EEARSS (sahara)

- Bugs: Database service (trove)

- Bugs: ZwfiF (heat)

- Bugs: iT& (ceilometer)

* Bugs: 14 B iR55 (zaqar)

- Bugs: OpenStack N 274 130 (developer.openstack.org)

- Bugs: OpenStack 34 (docs.openstack.org)

The OpenStack 7FZ& WK 2= 5iiiE

The OpenStack community lives in the fopenstack IRC channel on the
Freenode network. You can hang out, ask questions, or get immediate
feedback for urgent and pressing issues. To install an IRC client or use

a browser-based client, go to https://webchat.freenode.net/. You can
also use Colloquy (Mac 0S X, http://colloquy.info/), mIRC (Windows, http://
www.mirc.com/), or XChat (Linux). When you are in the IRC channel and want
to share code or command output, the generally accepted method is to use
a Paste Bin. The OpenStack project has one at http://paste.openstack.org.
Just paste your longer amounts of text or logs in the web form and you
get a URL that you can paste into the channel. The OpenStack IRC channel
is #openstack on irc.freenode.net. You can find a list of all OpenStack IRC
channels at https://wiki.openstack.org/wiki/IRC.

SO

To provide feedback on documentation, join and use the
{openstack-docs@lists.openstack.org> mailing list at OpenStack
Documentation Mailing List, or report a bug,
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+ Debian: https://wiki.debian.org/OpenStack

+ CentOS, Fedora, A ) Red Hat Enterprise Linux: https://
www.rdoproject.org/

- openSUSE # SUSE Linux Enterprise Server: https://en.opensuse.org/
Portal:OpenStack

- Ubuntu: ubuntu'g J7 At 55 28 A1FA 2 OpenStack =
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Provides logical partitioning of Compute resources in a child and parent
relationship. Requests are passed from parent cells to child cells if the parent
cannot provide the requested resource,

cinder
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Database service
An integrated project that provide scalable and reliable Cloud Database-as-a-
Service functionality for both relational and non-relational database engines.
The project name of Database service is trove,

s TH B AR S5
A platform that provides a suite of desktop environments that users access to
receive a desktop experience from any location. This may provide general use,
development, or even homogeneous testing environments.

encapsulation
The practice of placing one packet type within another for the purposes of
abstracting or securing data. Examples include GRE, MPLS, or IPsec.

glance
A core project that provides the OpenStack Image service.

heat
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keystone
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4
A virtual network that provides connectivity between entities. For example,
a collection of virtual ports that share network connectivity, In Networking
terminology, a network is always a layer-2 network.

P 4%
A core OpenStack project that provides a network connectivity abstraction
layer to OpenStack Compute. The project name of Networking is neutron.

neutron
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Telemetry
An integrated project that provides metering and measuring facilities for
OpenStack. The project name of Telemetry is ceilometer,

trove
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